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#### Abstract

The objective of this Thesis is to explore Poincaré Gauge theories of gravity and expose some contributions to this field, which are detailed below. Moreover, a novel ultraviolet non-local extension of this theory shall be provided, and it will be shown that it can be ghost- and singularity-free at the linear level. First, we introduce some fundamentals of differential geometry, base of any gravitational theory. We then establish that the affine structure and the metric of the spacetime are not generally related, and that there is no physical reason to impose a certain affine connection to the gravitational theory. We review the importance of gauge symmetries in Physics and construct the quadratic Lagrangian of Poincaré Gauge gravity by requiring that the gravitational theory must be invariant under local Poincaré transformations. We study the stability of the quadratic Poincaré Gauge Lagrangian, and prove that only the two scalar degrees of freedom (one scalar and one pseudo-scalar) can propagate without introducing pathologies. We provide extensive details on the scalar, pseudo-scalar, and bi-scalar theories. Moreover, we suggest how to extend the quadratic Poincaré Gauge Lagrangian so that more modes can propagate safely. We then proceed to explore some interesting phenomenology of Poincaré Gauge theories. Herein, we calculate how fermionic particles move in spacetimes endowed with a nonsymmetric connection at first order in the WKB approximation. Afterwards, we use this result in a particular black-hole solution of Poincaré Gauge gravity, showing that measurable differences between the trajectories of a fermion and a boson can be observed. Motivated by this fact, we studied the singularity theorems in theories with torsion, to see if this non-geodesical behaviour can lead to the avoidance of singularities. Nevertheless, we prove that this is not possible provided that the conditions for the appearance of black holes of any co-dimension are met. In order to see which kind Black Hole solutions we can expect in Poincaré Gauge theories, we study Birkhoff and no-hair theorems under physically relevant conditions. Finally, we propose an ultraviolet extension of Poincaré Gauge theories by introducing non-local (infinite derivatives) terms into the action, which can ameliorate the singular behaviour at large energies. We find solutions of this theory at the linear level, and prove that such solutions are ghost- and singularity-free. We also find new features that are not present in metric Infinite Derivative Gravity.
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# Acronyms and conventions 

## List of Acronyms

BH Black Hole
FLRW Friedmann-Lemaître-Robertson-Walker
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IR Infrared
GR General Relativity
PG Poincaré Gauge
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STEGR Symmetric Teleparallel Gravity
SM Standard Model
TEGR Teleparallel Gravity
UV Ultraviolet
WKB Wentzel-Kramers-Brillouin

## Conventions and Notations

In this Thesis we shall consider the mostly plus metric signature $(-+++)$. Furthermore, unless specified, we shall work in natural units $c=\hbar=G=1$. Sometimes these constants shall be written explicitly for clarity purposes. We will use the index

0 to refer to the temporal component and the rest of the indices $1,2,3$ for the spatial ones. Greek indices will denote the spacetime coordinates and Latin indices will indicate the tangent space coordinates. Moreover, the Einstein summation convention shall apply.

For the expressions containing symmetric or antisymmetric terms we shall use the usual parentheses and brackets in the indices, that are defined as follows:

$$
A_{(\mu \nu)}:=\frac{1}{2}\left(A_{\mu \nu}+A_{\nu \mu}\right) \quad \text { and } \quad A_{[\mu \nu]}:=\frac{1}{2}\left(A_{\mu \nu}-A_{\nu \mu}\right) .
$$

The conventions for the affine connection $\Gamma$ and curvature of the of the spacetime are given in the following. The covariant derivative $\nabla$ of a tensor shall be computed as

$$
\begin{aligned}
\nabla_{\rho} A_{\nu_{1} \ldots \nu_{l}}^{\mu_{1} \ldots \mu_{k}}= & \partial_{\rho} A_{\nu_{1} \ldots \nu_{l}}^{\mu_{1} \ldots \mu_{k}}+\sum_{i=1}^{k} \Gamma^{\mu_{i}}{ }_{\rho d} A^{\mu_{1} \ldots d \ldots \mu_{k}}{ }_{\nu_{1} \ldots \nu_{l}} \\
& -\sum_{i=1}^{l} \Gamma^{d}{ }_{\rho \nu_{i}} A^{\mu_{1} \ldots \mu_{k}}{ }_{\nu_{1} \ldots d \ldots \nu_{l} .}
\end{aligned}
$$

Moreover, the D'Alambertian operator will be defined as $\square=g^{\mu \nu} \nabla_{\mu} \nabla_{\nu}$.
The expression in coordinates of a general affine connection, $\Gamma^{\rho}{ }_{\mu \nu}$, can be decomposed into three terms as follows

$$
\Gamma^{\rho}{ }_{\mu \nu}=\stackrel{\circ}{\Gamma}^{\rho}{ }_{\mu \nu}+K^{\rho}{ }_{\mu \nu}+L^{\rho}{ }_{\mu \nu},
$$

where

- $\stackrel{\circ}{\Gamma}^{\rho}{ }_{\mu \nu}$ are the Christoffel symbols of the Levi-Civita connection, related with the metric tensor $g_{\mu \nu}$ as

$$
\stackrel{\circ}{\Gamma}_{\mu \nu}^{\rho}=\frac{1}{2} g^{\rho \sigma}\left(\partial_{\mu} g_{\nu \sigma}+\partial_{\nu} g_{\sigma \mu}-\partial_{\sigma} g_{\mu \nu}\right) .
$$

- $K^{\rho}{ }_{\mu \nu}$ is the contorsion tensor, which is defined as

$$
K^{\rho}{ }_{\mu \nu}=\frac{1}{2}\left(T^{\rho}{ }_{\mu \nu}+T_{\mu}{ }^{\rho}{ }_{\nu}+T_{\nu}{ }^{\rho}{ }_{\mu}\right),
$$

where $T^{\rho}{ }_{\mu \nu}$ is the antisymmetric part of the connection, known as the torsion tensor:

$$
T_{\mu \nu}^{\rho}=\Gamma_{\mu \nu}^{\rho}-\Gamma_{\nu \mu}^{\rho} .
$$

- $L^{\rho}{ }_{\mu \nu}$ is the disformation tensor, defined as follows

$$
L^{\rho}{ }_{\mu \nu}=\frac{1}{2}\left(M^{\rho}{ }_{\mu \nu}-M_{\mu}{ }^{\rho}{ }_{\nu}-M_{\nu}{ }^{\rho}{ }_{\mu}\right),
$$

where $M^{\rho}{ }_{\mu \nu}$ is non-metricity of the connection, given as

$$
M_{\rho \mu \nu}=\nabla_{\rho} g_{\mu \nu}
$$

The expressions of the curvature tensors in terms of the affine connection shall follow Wald's convention, namely:

- Riemann tensor

$$
R_{\mu \nu \rho}{ }^{\sigma}=\partial_{\nu} \Gamma^{\sigma}{ }_{\mu \rho}-\partial_{\mu} \Gamma^{\sigma}{ }_{\nu \rho}+\Gamma^{\alpha}{ }_{\mu \rho} \Gamma^{\sigma}{ }_{\alpha \nu}-\Gamma^{\alpha}{ }_{\nu \rho} \Gamma^{\sigma}{ }_{\alpha \mu} .
$$

- Riccitensor

$$
R_{\mu \nu}=R_{\mu \rho \nu}{ }^{\rho} .
$$

- Scalar curvature or Ricci scalar

$$
R=g^{\mu \nu} R_{\mu \nu}
$$

The metric that has only diagonal components different from zero, given by $(-1,1,1,1)$, is known as the Minkowski metric, and is usually denoted $\eta_{\mu \nu}$.

## Chapter 1

## Introduction

AIl natural sciences share a common feature, their truth is derived from empirical observation. That is why it is always exciting to find phenomena that we cannot explain with our current models of nature. When this happens, two lines of thought can be considered. Either there is something that we have not observed yet that is affecting that strange measure, or the current theory is wrong, since it is no longer validated by experimentation.

A great example of this fact occurred in the middle of the nineteenth century, as a consequence of the study of the motion of the known planets of the Solar System made by Urbain Le Verrier [1]. During the development of that study, he realised a strange behaviour in the motion of Uranus, which could be explained by the presence of an unknown planet. He predicted its mass and position and sent it to the German astronomer Johann Galle [2], who observed the planet which we now denote as Neptune the same evening the letter from Le Verrier arrived [3].

During his study of the Solar System, Le Verrier also measured an anomaly in the orbit of Mercury: its perihelium precesses $38{ }^{\prime \prime}$ per century [4]. This observation could not be described using Newton's law of gravitation with the known planets. Inspired by the success of the Neptune discovery, Le Verrier proposed a new planet, Vulcan, that would be placed between Mercury and the Sun, and which would be able to explain the precession. On publication of this research, Lescarbault, an amateur astronomer, announced that he had already observed such a planet transiting the Sun. The discovery was supported by many members of the scientific community, and other astronomers also reported sightings of this object, so Vulcan became the new planet of the Solar System.

Nevertheless, many of the observations that were used to prove the existence of the planet turned out to be false or mistaken. Also, the astronomer Simon Newcomb confirmed the precession of the perihelium of Mercury measured by Le Verrier, and found a slightly larger value, $43^{\prime \prime}$ per century [5]. Moreover, in this and subsequent works he gave strong arguments to discard all the proposed hypotheses of additional matter between Mercury and the Sun [6]. This was the time to open Pandora's box by allowing modifications of Newton's law.

This gave rise to multiple theories that claimed to correctly predict the anomaly.

Probably the most famous was Asaph Hall's proposal [7], which consisted in modifying the inverse square law in Newton's Equation as $F_{g}=C r^{-\alpha}$, where $\alpha$ is a constant that could be tuned to explain the precession, obtaining a value of $\alpha=$ 2.00000016. Unfortunately, this small change made that the motion of the other inner planets and the Moon could not be explained satisfactorily.

Other physicists, such as Tisserand, Weber, Zölner, Lévy, and Ritz, tried to applied laws inspired in Electromagnetism to obtain the correct value for Mercury's precession [8-11]. Unfortunately, they either gave incorrect values or they could be refuted by other physical observations.

It was not until 1915, with the development of the General Theory of Relativity by Albert Einstein [12-14], that a succesful explanation compatible with the current experimental data was found [15]. This is quite a remarkable and beautiful theory, as we shall explore in Section 2.1 For a nice review on the history of the Mercury problem and the development of General Relativity we refer the reader to [16].

Einstein's General Theory of Relativity (GR) is based on the fact that the effects of a homogeneous gravitational field are indistinguishable from uniformly accelerated motion, which is known as the Weak Equivalence Principle. Or, which is equivalent, that any gravitational field can be canceled out locally by inertial forces. As an example, if we were inside a plane that starts to free fall into the ground we would feel no gravitational effect at all. This means that the gravitational fields need to have the same structure as inertial forces. The way that Einstein thought to take this into account was to propose that the spacetime that we live in is actually curved, and that the effect of gravity would be a consequence of this curvature. An enlightening thought experiment (or gedanken) is to imagine two planes going from different points in the Equator to the South Pole. Therefore it is clear that at some point they would see each other getting closer, as if an attractive force was acting between the two. Indeed, as we know, this is an effect due exclusively to the curvature of the Earth. Still, it feels like a real force and if one of the two pilots does not accelerate in another direction a fatal accident would occur. We shall give more details on GR and the structure of gravitational theories in Section 2.1.

An analogous situation to the Neptune and Mercury problems is occurring at this moment in the field of gravitational physics, where there are at least two cosmological and astrophysical phenomena that cannot be explained within the conceptual formalism of GR and the matter content of the Standard Model of Particles (SM). On the one hand, we have the observation of the accelerated expansion of the Universe by the Supernova Cosmology Project and the High-Z Supernova Search Team [17] (also confirmed by later measures such as Baryon Acoustic Oscillations [18] and the Cosmic Microwave Background [19]). On the other hand, the rotational
curves of galaxies that have been measured do not fit the predictions of GR with baryonic matter [20].

The usual way of solving this problem is to assume that GR is the correct theory to describe gravitation, and that we need to add new forms of energy and matter to be in agreement with experiment. In the case of the accelerated expansion, an exotic form of energy is introduced to the field equations in the form of a cosmological constant $\Lambda$, that produces a repulsive gravitational force capable of explaining the current measurements [21]. Elseways, in the case of the rotational curves, a new type of non-baryonic matter is introduced. This new form of matter, usually known as cold dark matter, has the property that it only interacts weakly and gravitationally, and its velocity is much lower than the speed of light. This is why our current cosmological model is indeed known as $\Lambda$ Cold Dark Matter model ( $\Lambda$ CDM) [22].

Nevertheless, the previous approach suffers from some important shortcomings. First of all, the expected theoretical value of the cosmological constant exceeds the observations by 120 orders of magnitude [23, 24], which is by far the worst prediction in the history of Physics. With respect to the introduction of Dark Matter, it is not clear yet which may be suitable and detectable candidates, since all the attempts so far have just found constraints on the possible mass and other properties of the proposed particles. There are no direct and conclusive evidences of these weakly interacting particles, we just know there are some proposals such that their effect is compatible with the current measures [25-28]. Although, since they are indirect measures, we do not know if these effects are due to the Dark Matter or other astrophysical phenomena.

Moreover, even if we consider that $\Lambda$ CDM may be a good description of the large-scale Universe, there exists a tension between local and late-time measurements of the Hubble parameter, which accounts for the rate of expansion of the Universe [29].

And last but not least, the singularities present in GR indicate the limited range of validity of the theory, which is a purely classical theory that does not take into account any quantum effect [30].

Due to these disadvantages, other approaches have been proposed, as in the case when modifications of Newton's gravity were considered. They are based on modifying the GR action, commonly known as the Einstein-Hilbert action, which is given by

$$
\begin{equation*}
S_{\mathrm{GR}}=\int \mathrm{d}^{4} x \sqrt{-g}\left(\frac{1}{16 \pi G} \stackrel{\circ}{R}+\mathcal{L}_{M}\right) \tag{1.1}
\end{equation*}
$$

where $\AA$ is the Ricci scalar in terms of the Levi-Civita connection, $g$ is the determinant of the metric tensor, $G$ is the gravitational constant, and $\mathcal{L}_{M}$ accounts for the Lagrangian of the matter fields present in the system.

Then, one can think of a straightforward modification consisting on changing the scalar of curvature by an arbitrary function of it, $f(R) \sqrt{1}$ Indeed, these are the wellknown and widely studied $f(R)$ theories of gravity [31-33]. One can show that, with the correct choice of the function, one can obtain the accelerated expansion of the Universe without dark energy [34-37]. Nevertheless, there is not any global function that can fit all the current data without introducing new sources of matter and energy. In fact, it can be proven that $f(R)$ theories, independently of the chosen function, are equivalent to GR with an extra scalar field [38, 39]. This extra degree of freedom in the theory is the one allowing to predict the cosmological acceleration.

As a matter of fact, all the Lorentz invariant four-dimensional local extensions of the Einstein-Hilbert action introduce new degrees of freedom into the theory. This is due to the Lovelock theorem, which proves that from a local gravitational action which contains only second derivatives of a single four-dimensional spacetime metric, the only possible equations of motion are the well-known Einstein field equations [40]. This indicates that if we modify GR we need to violate one or more of the assumptions in Lovelock theorem.
Accordingly, the theories that break the Lovelock assumptions by considering more fields apart from the metric, can be classified depending on the nature of the extra fields that they add to the theory, i.e. scalar, vector, or tensor fields [33, 41,-45]:

- Scalar-tensor theories: these are some of the most studied and best established modified theories in the literature. In 1974 Horndeski introduced in his famous article the most general Lorentz and diffeomorphism invariant scalartensor theory with second order equations of motion [46]. The latter condition is considered in order to avoid instabilities, but actually one can consider having higher derivatives in the equations of motion without incurring in a pathological behaviour. These are known as beyond Horndeski theories [47-50]. One can even go beyond these theories and allow the propagation of 3 stable degrees of freedom, obtaining the so-called DHOST theories [51, 52].
Paradigmatic examples of scalar-tensor theories, which are particular cases of the already mentioned, include $f(R)$ theories [31], generalised Brans-Dicke theories [53], Galileons [54], and the Fab Four [55].
- Vector-tensor theories: in this case one has to differentiate between massive and massless vector fields. On the one hand, for the massless case, only one nonminimal coupling to the curvature is allowed in order to maintain second order equations of motion [56, [57]. On the other hand, when the field is massive, the most general theory with second order field equations becomes more com-

[^0]plex and can be found in [58, [59]. Again in this case, the condition of having second order equations of motions can be relaxed if we still make sure that no extra degrees of freedom propagate, which would induce instabilities. Following these reasoning one arrives at the beyond generalised Proca theories [60]. Some other examples of vector-tensor theories are Einstein-aether [61] and Horava-Lifschitz gravity [62].

- Tensor-tensor theories: in this kind of theories is more complicated to perform a stability analysis to construct the most general stable action. We will just outline that the most relevant modified theories that fall under this classification are massive gravity [63] and bimetric gravity [64].

Of course, there will be theories that propagate different kinds of degrees of freedom at the same time. This is the case for example of Moffat's scalar-tensor-vector gravity theory [65], which propagates a scalar and a vector. Moreover, it is the case of Poincaré Gauge Gravity, which introduces two scalars, two vectors, and two tensor fields. This particular theory is the object of most of this thesis research, and we shall introduce it and motivate it in Section 2.2. Also, we shall analyse the stability of its propagating modes in Section 2.3 , and study some of its interesting phenomenology in Chapter 3

One can wonder about what happens if we break the locality assumption of the Lovelock's theorem, which we know it will lead to modifications of Einstein's theory. A non-local Lagrangian can be constructed using non-polynomial differential operators, such as

$$
\begin{equation*}
\mathcal{L}=\mathcal{L}\left(\ldots, \frac{1}{\square} \pi, \ln \left(\frac{\square}{\mathrm{M}_{\mathrm{S}}^{2}}\right), \mathrm{e}^{\frac{\square}{\mathrm{M}_{\mathrm{S}}^{2}}}, \ldots\right), \tag{1.2}
\end{equation*}
$$

where $\pi$ can be any kind of tensorial field (which clearly includes scalars and vectors), $\square$ is the d'Alembertian operator, $M_{S}$ is the mass scale at which non-local effects manifest, and the non-polynomial operators contain infinite-order covariant derivatives, which is not the case when considering polynomial operators. The fact that the action contains infinite derivatives implies that the theory is non-local, meaning that a measure at a certain point can be affected by what it is occurring at other points of the spacetime at the same time. This will be shown in Section 4.1

The authors in [66] started to use these kinds of non-polynomial functions of the d'Alembertian to construct an Ultra-Violet extension of GR. Moreover, they showed that the non-locality can potentially ameliorate the singularities present in GR and in local modifications of gravity. Indeed, within this theory, established in its general form in [67], exact non-singular bouncing solutions and black holes that are regular at the linear level have been found [68-72]. We will give more detail in Section 4.1.

Inspired by this approach, in Section 4.2 we shall propose a new theory that is an ultraviolet completion of Poincaré Gauge Gravity. We will also prove that one can find ghost and singularity free solutions of this theory in Section 4.3

Independently of how we modify Einstein's theory, there are several important aspects that we need to take into account. First of all, we need to make sure that the theory does not exhibit instabilities, which will render it as unphysical. Also, it needs to be compatible with the current experimental measures [43]. For instance, the detection of the gravitational wave GW170817 and its electromagnetic counterpart from a binary neutron star system [73, 74], allowed us to ruled out many modified gravity theories [75-78]. Lastly, from a theoretical perspective, we have to explain where the extra fields that we are introducing, and the breaking of some of the Lovelock's theorem assumptions, come from. Otherwise, we will just be parametrising our ignorance.

Indeed, in Poincaré Gauge Gravity the extra degrees of freedom appear naturally when considering a gravitational gauge theory of the Poincaré group. On the other hand, the infinite derivative functions that we use to make a non-local extension of Poincaré Gauge theories are inspired in string theory models, and can effectively take into account quantum effects.

In the following section we shall give an outline of the content of the thesis.

### 1.1 Scope of the thesis

The objective of this thesis is to review the Poincaré Gauge theory of gravity and expose some novel results we have obtained in this field. Moreover, a novel ultraviolet non-local extension of this theory shall be provided, and it will be shown that it can be ghost and singularity free at the linear level. For this purpose, the thesis has been structured as follows.

Chapter 2 We first shall explain the foundations of any gravitational theory and show how there is no physical relation between the metric and affine structure of the space-time. Then, we shall introduce the Poincaré Gauge theory of gravity and motivate its use. We shall analyse its stability in a general background, obtaining that only two scalar degrees of freedom can propagate safely. Moreover, we will comment on how it is possible to extend the Lagrangian to overcome the instabilities of the vector sector.

Chapter 3 We will show how fermionic particles follow non-geodesical trajectories in theories with a non-symmetric connection, and work out an explicit example. Also, we shall study the possible avoidance of singularities for fermionic and bosonic particles in Poincaré Gauge Gravity. Finally, we shall explore what kind of black-hole solutions we can expect in Poincaré Gauge Gravity by exploring the Birkhoff and no-hair theorems in different physically relevant scenarios.

Chapter 4 We shall propose a novel non-local extension of Poincaré Gauge Gravity based on the introduction of infinite derivatives in the gravitational action. We shall show how this theory can be made ghost and singularity free at the linear limit.

Chapter 5 We summarise the main results and discuss the possible outlook.
Appendices In Appendix A we give the components for the acceleration of an electron moving in a particular solution of Poincaré Gauge Gravity. In Appendix A. 1 we expand the differents terms that appear in the action of the non-local theory.

In Appendix we show the explicit form of the functions that compose the linearised action of the same theory.

In Appendix [we calculate the local limit of the infinite derivative theory and find the conditions to recover Poincaré Gauge Gravity.

## Chapter 2

## Poincaré Gauge Theories of Gravity

Both its solid mathematical structure and experimental confirmation renders the theory of General Relativity (GR) one of the most successful theories in Physics $\mathbf{7 9}$, [80]. As a matter of fact, some phenomena that were predicted by the theory over a hundred years ago, such as gravitational waves [81], have been measured for the first time in our days. Nevertheless, as we commented in the Introduction, GR suffers from some important shortcomings that need to be addressed. One of them is that the introduction of fermionic matter in the energy-momentum tensor appearing on GR field equations may be cumbersome, since new formalisms would be required [82].
This issue can be solved by introducing a gauge approach facilitating a better understanding of gravitational theories. This was done by Sciama and Kibble in [83] and [84] respectively, where the idea of a Poincaré gauge (PG) formalism for gravitational theories was first introduced. Following this description one finds that the space-time connection must be metric compatible, albeit not necessarily symmetric. Therefore, a non-vanishing torsion field $T_{\nu \rho}^{\mu}$ emerges as a consequence of the non-symmetric character of the connection. For an extensive review of the torsion gravitational theories c.f. [85, 86].
An interesting fact about these theories is that they appear naturally as gauge theories of the Poincaré Group, rendering their formalism analogous to the one used in the Standard Model of Particles, and hence making them good candidates to explore the quantisation of gravity.

This chapter is divided as follows. In Section 2.1 we introduce the basic theoretical structure of any gravitational theory, making emphasis on the affine connection. Then in Section 2.2 we will obtain the theory that appears when gauging with respect to the Poincaré group. This theory is usually known as Poincaré Gauge Gravity. Finally in Section 2.3 we shall study the stability of this theory using a background independent approach, based on the publication $\mathbf{P 6}$

### 2.1 Non-Riemannian spacetimes

As we already mentioned in the Introduction, the equivalence principle is one of the theoretical keys to understand the way modern gravitational theories are formulated. The fact that the gravitational effects can be removed for a certain observer just by a change of coordinates reminds of a well-known property of differential geometry: for every point of a geodesic curve one can construct a set of coordinates, the so-called normal coordinates, for which the components of the connection in that basis and at that point are zero, hence removing locally the effect of curvature. Therefore, the surroundings of every point "look like" $\mathbb{R}^{n}$ but globally the system possesses quite different properties.
That is why Gravity can be described resorting to a differential geometry approach by considering a manifold, to be referred to as the spacetime, where the free-falling observers are assumed to follow geodesics and the gravitational effects are encoded in the global properties of the manifold. Let us establish these ideas more specifically by reminding a few concepts of differential geometry [79, 87, 88].

Definition 2.1.1 (Manifold). A $C^{r} n$-dimensional manifold $\mathcal{M}$ is a set $\mathcal{M}$ together with a $C^{r}$ atlas $\left\{\mathcal{U}_{\alpha}, \psi_{\alpha}\right\}$, i.e. a collection of charts $\left(\mathcal{U}_{\alpha}, \psi_{\alpha}\right)$ where the $\mathcal{U}_{\alpha}$ are subsets of $\mathcal{M}$ and the $\psi_{\alpha}$ are one-to-one maps of the corresponding $\mathcal{U}_{\alpha}$ to open sets in $\mathbb{R}^{\mathrm{n}}$ such that:
(1) The $\mathcal{U}_{\alpha}$ covers $\mathcal{M}$, which means that $\mathcal{M}=\cup_{\alpha} \mathcal{U}_{\alpha}$
(2) If $\mathcal{U}_{\alpha} \cap \mathcal{U}_{\beta}$ is non-empty, then the map

$$
\psi_{\alpha} \circ \psi_{\beta}^{-1}: \psi_{\beta}\left(\mathcal{U}_{\alpha} \cap \mathcal{U}_{\beta}\right) \longrightarrow \psi_{\alpha}\left(\mathcal{U}_{\alpha} \cap \mathcal{U}_{\beta}\right)
$$

is a $C^{r}$ map of an open subset of $\mathbb{R}^{n}$ to an open subset of $\mathbb{R}^{n}$ (see Figure 3.1.

If all the possible charts compatible with the condition (2) are included, the atlas $\left\{\mathcal{U}_{\alpha}, \psi_{\alpha}\right\}$ is known as maximal. From now on we will assume that that is the case. Moreover, an atlas $\left\{\mathcal{U}_{\alpha}, \psi_{\alpha}\right\}$ is known as locally finite if every point $p \in \mathcal{M}$ has an open neighbourhood which only intersects a finite number of the sets $\mathcal{U}_{\alpha}$.

Nevertheless, a manifold is still a very general structure, and we need to impose more conditions in order to represent a physical system:

1. We shall requiere that the manifold satisfies the Hausdorff separation axiom: if $p, q$ are two distinct points in $\mathcal{M}$, then there exists disjoint open sets $\mathcal{U}, \mathcal{V}$ in $\mathcal{M}$ such that $p \in \mathcal{U}$ and $q \in \mathcal{V}$.
2. It must be paracompact, meaning that for every atlas $\left\{\mathcal{U}_{\alpha}, \psi_{\alpha}\right\}$ there exists a locally finite atlas $\left\{\mathcal{V}_{\beta}, \varphi_{\beta}\right\}$ with each $\mathcal{V}_{\beta}$ contained in some $\mathcal{U}_{\alpha}$.


Figure 2.1: Relation between two intersecting charts in a manifold, according to Definition 2.1.1
3. We will impose that it is connected, i.e. the manifold cannot be divided into two disjoints open sets.

These three conditions are required because, if the manifold meets them, they imply that the manifold has a countable basis, which means that there is a countable collection of open sets such that any open set can be expressed as the union of members of this collection [89].

Moreover, in every physical system we need to define $i$ ) a vector structure and ii) a way of measuring distances, so in the following we shall explain how these concepts are introduced in differential geometry.
We will define a tangent vector to a point as an equivalence class of curves that pass through that point. To concretise this definition let us consider a manifold $\mathcal{M}$ of dimension $n$ and fix a point $p \in \mathcal{M}$. Let

$$
\mathcal{C}_{p}=\{\gamma:]-\epsilon_{\gamma}, \epsilon_{\gamma}\left[\longrightarrow \mathcal{M} ; \epsilon_{\gamma}>0, \gamma(0)=p, \gamma \text { differentiable }\right\}
$$

be the set of differentiable curves contained in $\mathcal{M}$ that pass through $p$. We shall establish a class of equivalence in $\mathcal{C}_{p}$ as follows: two curves $\gamma, \rho \in \mathcal{C}_{p}$ will be equivalent $\gamma \sim \rho$ if, for some coordinate neighbourhood $\left(\mathcal{U}, \psi=\left(q_{1}, \ldots, q_{n}\right)\right)$ of $p$, they verify that $\left.\frac{d}{d t}\right|_{t=0}(\psi \circ \gamma)(t)=\left.\frac{d}{d t}\right|_{t=0}(\psi \circ \rho)(t)$ (let us note that $\psi(\gamma(0))=\psi(\rho(0))=$ $\psi(p))$. This means that they are equivalent if the tangent vector in $\mathbb{R}^{n}$ of those curves


Figure 2.2: Graphic example showing two curves that have the same tangent vector in $\mathbb{R}^{n}$.
coincides ${ }^{1}$ (see Figure 2.2 .
We shall define a tangent vector as
Definition 2.1.2 (Tangent vector, by equivalent classes). We will call tangent vector to $\mathcal{M}$ in $p$ to each of the equivalent classes defined by $\sim \operatorname{in} \mathcal{C}_{p}$.

There is also a more abstract, although equivalent, definition of a tangent vector, that may be more appealing to physicists. Namely

Definition 2.1.3 (Tangent vector, by coordinates). A tangent vector to $\mathcal{M}$ in $p$ is a map that to every coordinate neighbourhood $\left(\mathcal{U}, \psi=\left(q_{1}, \ldots, q_{n}\right)\right)$ of $p$ it assigns an element $\left(a^{1}, \ldots, a^{n}\right) \in \mathbb{R}^{n}$, in such a way that given another coordinate neighbour$\operatorname{hood}\left(\tilde{\mathcal{U}}, \tilde{\psi}=\left(\tilde{q}_{1}, \ldots, \tilde{q}_{n}\right)\right)$ the new assigned element $\left(\tilde{a}^{1}, \ldots, \tilde{a}^{n}\right) \in \mathbb{R}^{n}$ verifies

$$
\begin{equation*}
\tilde{a}^{i}=\sum_{j=1}^{n} \frac{\partial \tilde{q}^{i}}{\partial q^{j}}(p) a^{j} \quad \forall i \in\{1, \ldots, n\} \tag{2.1}
\end{equation*}
$$

that is known as the vector transformation law.
This definition is the formalisation of the physical idea that a vector is a $n$ component object such that it assigns to every coordinate system an element in $\mathbb{R}^{n}$ that "transforms as a vector".
Consequently, we will define the vector structure as

[^1]Definition 2.1.4 (Tangent space). We will define the tangent space to $\mathcal{M}$ in $p, V_{p}$, as the set of all tangent vectors to $\mathcal{M}$ in $p$.

The dimension of the tangent space $V_{p}$ is the same one as the manifold $\mathcal{M}$. Having this vector structure allows us to introduce the concept of tensors, that will represent the physical quantities in a gravitational theory.
First, let us recall that for every real vector space $V(\mathbb{R})$ one can define the dual vector space $V^{*}(\mathbb{R})$ as

$$
V^{*}(\mathbb{R}):=\left\{v^{*}: V \longrightarrow \mathbb{R} / v^{*} \text { linear }\right\}
$$

where the elements of the dual $v^{*} \in V^{*}(\mathbb{R})$ are known as linear forms or dual vectors. In particular, for every tangent space $V_{p}$ there is a dual tangent space $V_{p}^{*}$, which will be of the same dimension.

We now have the necessary concepts to introduce tensors.
Definition 2.1.5 (Tensor). Let $V(\mathbb{R})$ be a real vector space of finite dimension. A tensor $T$ of type $(k, l)$ over $V(\mathbb{R})$ is a map

$$
T:\left(V^{*}\right)^{k} \times V^{l} \longrightarrow \mathbb{R}
$$

that is multilinear, i.e. linear in each of its $k+l$ variables.
One important operation that one can perform with tensors is the so-called outer product: given a tensor $T$ of type $(k, l)$ and another tensor $T^{\prime}$ of type $\left(k^{\prime}, l^{\prime}\right)$, one can construct a new tensor of type $\left(k+k^{\prime}, l+l^{\prime}\right)$, the outer product $T \otimes T^{\prime}$, which is described by the following rule. Let us have $k+k^{\prime}$ dual vectors $\left\{v^{1^{*}}, \ldots, v^{\left(k+k^{\prime}\right)^{*}}\right\}$ and $l+l^{\prime}$ vectors $\left\{w_{1}, \ldots, w_{l+l^{\prime}}\right\}$. Then we shall define $T \otimes T^{\prime}$ acting on these vectors to be the product of $T\left(v^{1^{*}}, \ldots, v^{k^{*}}, w_{1}, \ldots, w_{l}\right)$ and $T^{\prime}\left(v^{(k+1)^{*}}, \ldots, v^{\left(k+k^{\prime}\right)^{*}}, w_{l+1}, \ldots, w_{l+l^{\prime}}\right)$. One can show that every tensor of type $(k, l)$ can be expressed as a sum of the outer product of simple tensors, namely

$$
\begin{equation*}
T=\sum_{\mu_{1}, \ldots, \nu_{l}=1}^{n} T_{\nu_{1} \ldots \nu_{l}}^{\mu_{1} \ldots \mu_{\mu_{1}}} v_{\mu_{1}} \otimes \ldots \otimes v^{\nu_{l}} . \tag{2.2}
\end{equation*}
$$

The basis expansion coefficients, $T^{\mu_{1} \ldots \mu_{k}} \nu_{\nu_{1} \ldots \nu_{l}}$, are known as the components of the tensor $T$ with respect to the basis $\left\{v_{\mu}\right\}$ of the vector space. From this Section onwards we will work directly with the components of the tensors under certain basis.

At this stage, we still need an element endowed to the manifold that allow us to define distances. In $\mathbb{R}^{n}$ distances are measured by the scalar product, which is a scalar linear map acting on two vectors and meeting certain properties. Does this ring a bell? Indeed, this concept can be generalised to a tensor of type ( 0,2 ), known as the metric tensor, as follows

Definition 2.1.6 (Metric). A metric tensor $g$ at a point $p \in \mathcal{M}$ is a $(0,2)$ tensor that meets the following properties:

- It is symmetric, meaning that for all $v_{1}, v_{2} \in V_{p}$ we have $g\left(v_{1}, v_{2}\right)=g\left(v_{2}, v_{1}\right)$.
- It is non-degenerate, which implies that the only case in which we have $g\left(v, v_{1}\right)=$ 0 for all $v \in V_{p}$ is when $v_{1}=0$.

In a coordinate system it can be expanded as

$$
\begin{equation*}
\mathrm{d} s^{2}=g_{\mu \nu} \mathrm{d} x^{\mu} \mathrm{d} x^{\nu} \tag{2.3}
\end{equation*}
$$

where the Einstein summation convention applies (as from now on), and the outer product sign has been ommited.
From the Sylvester theorem [90] we have that for any metric $g$ one can always find an orthonormal basis $\left\{v^{1}, \ldots, v^{n}\right\}$ of $V_{p}$, such that $g\left(v_{\mu}, v_{\nu}\right)=0$ if $\mu \neq \nu$ and $g\left(v_{\mu}, v_{\mu}\right)= \pm 1$. The number of + and - signs occurring is independent of the chosen orthonormal basis (which is not unique), and it is known as the signature of the metric. If the signature of the metric is $+\ldots+$ it is called Riemannian, while if the signature is $-+\ldots+$ is known as Lorentzian.

At this time, we are ready to define what we understand by a physical spacetime
Definition 2.1.7 (Spacetime). A spacetime manifold is a pair $(\mathcal{M}, g)$, in which $\mathcal{M}$ is a connected Hausdorff $C^{\infty}$ n-dimensional manifold, and $g$ a Lorentzian metric on $\mathcal{M}$.

As we pointed out earlier, gravitational effects are a consequence of the global properties of the spacetime. More specifically, we shall identify the observers that are only affected by gravity with those following geodesics of the spacetime, i.e. the trajectories that maximise the length $L$ of a curve $\gamma$ between two points $p=$ $\gamma(a), q=\gamma(b)$, where the length is calculated by integrating the tangent vector $\gamma^{\prime}(t)$ along the curve $\gamma$

$$
\begin{equation*}
L=\int_{a}^{b}\left(\left|g\left(\gamma^{\prime}(t), \gamma^{\prime}(t)\right)\right|\right)^{\frac{1}{2}} \mathrm{~d} t \tag{2.4}
\end{equation*}
$$

Therefore, in light of (2.4), one can see that the global aspects of the spacetime are encoded in the metric tensor.
The reader might wonder about the fact that we have not still talked about one of the most essential aspects of any physical theory. Indeed, since we want to describe the dynamics of Nature we need to know how to perform variations in the manifold, i.e. how does one define derivatives.

For that, we need to provide an affine structure to the manifold, which will allow us to differenciate vector fields (and consequently tensor fields as well). These are maps assigning a vector to every point in the manifold, and the set of all the vector fields on $\mathcal{M}$ is denoted as $\mathfrak{X}(Q)$. With this in mind we define

Definition 2.1.8 (Affine connection). An affine connection on $\mathcal{M}$ is a map $\nabla$,

$$
\begin{aligned}
\nabla: \mathfrak{X}(\mathcal{M}) \times \mathfrak{X}(\mathcal{M}) & \longrightarrow \mathfrak{X}(\mathcal{M}) \\
(X, Y) & \longmapsto \nabla_{X} Y
\end{aligned}
$$

that meets the following conditions

1. It is $\mathbb{R}$-linear with respect to the second variable, that is,

$$
\nabla_{X}(a Y+b \bar{Y})=a \nabla_{X} Y+b \nabla_{X} \bar{Y}, \quad \forall a, b \in \mathbb{R}, \quad \forall X, Y, \bar{Y} \in \mathfrak{X}(\mathcal{M})
$$

2. It verifies the Leibniz rule with respect to the second variable

$$
\nabla_{X}(f Y)=X(f) Y+f \nabla_{X} Y, \quad \forall f \in C^{\infty}(\mathcal{M}), \quad \forall X, Y \in \mathfrak{X}(\mathcal{M}) .
$$

3. It is $\mathbb{R}$-linear with respect to the first variable,

$$
\nabla_{a X+b \bar{X}}(Y)=a \nabla_{X} Y+b \nabla_{\bar{X}} Y, \quad \forall a, b \in \mathbb{R} \quad \forall X, \bar{X}, Y \in \mathfrak{X}(\mathcal{M})
$$

4. It is $C^{\infty}(\mathcal{M})$-linear with respect to the first variable,

$$
\nabla_{f X}(Y)=f \nabla_{X} Y, \quad \forall f \in C^{\infty}(\mathcal{M}) \quad \forall X, Y \in \mathfrak{X}(\mathcal{M}) .
$$

The pair $(\mathcal{M}, \nabla)$ is known as affine manifold.
It is important to see how we can express the connection in a certain coordinate basis. Let $(\mathcal{M}, \nabla)$ be an affine manifold and $\left(\mathcal{U}, q^{1}, \ldots, q^{n}\right)$ a coordinate neighbourhood of $\mathcal{M}$. It is known from standard differential geometry that $\left(\partial_{1} \equiv \frac{\partial}{\partial q^{1}}, \ldots, \partial_{n} \equiv \frac{\partial}{\partial q^{n}}\right)$ is a basis of the vector fields over $\mathcal{M}$ [91]. Since $\nabla_{\partial_{\mu}} \partial_{\nu}$ is also a vector field, we can express it at every point as a linear combination of coordinates fields $\left(\partial_{1}, \ldots, \partial_{n}\right)$. Consequently, there are $n^{3}$ differentiable functions on $\mathcal{U}$ such that

$$
\begin{equation*}
\nabla_{\partial_{\mu}} \partial_{\nu}=\sum_{\rho=1}^{n} \Gamma^{\rho}{ }_{\mu \nu} \partial_{\rho} \tag{2.5}
\end{equation*}
$$

The functions $\Gamma^{\rho}{ }_{\mu \nu}$, with $\mu, \nu, \rho \in\{1, \ldots, n\}$, given in (2.5) are denoted as the Christoffel symbols of $\nabla$ in the coordinates $\left(\partial_{1}, \ldots, \partial_{n}\right)$.
This coordinate expression of the connection allows us to define a derivative on the tensor fields (which of course includes vector fields) that transforms properly, meaning that the derivative of a tensor shall be another tensor. This is known as the covariant derivative:

Definition 2.1.9 (Covariant derivative, in coordinates). The covariant derivative $\nabla_{\rho}$ of a tensor field of type $(k, l) T^{\mu_{1} \ldots \mu_{k}} \nu_{\nu_{1} \ldots \nu_{l}}$ is another tensor of type $(k, l+1)$, $\nabla_{\rho} T^{\mu_{1} \ldots \mu_{k}}{ }_{\nu_{1} \ldots \nu_{l}}$, that can be written in coordinates as

$$
\begin{align*}
\nabla_{\rho} T_{\nu_{1} \ldots \nu_{l}}^{\mu_{1} \ldots \mu_{k}}= & \partial_{\rho} T_{\nu_{1} \ldots \mu_{l}}^{\mu_{1} \ldots \mu_{k}}+\sum_{i=1}^{k} \Gamma^{\mu_{i}}{ }_{\rho d} T^{\mu_{1} \ldots d d_{1} \mu_{k}}{ }_{\nu_{1} \ldots \nu_{l}} \\
& -\sum_{i=1}^{l} \Gamma^{d}{ }_{\rho \nu_{i}} T^{\mu_{1} \ldots \mu_{k}}{ }_{\nu_{1} \ldots d \ldots \nu_{l} .} \tag{2.6}
\end{align*}
$$

At this step we need to point out a very crucial fact. The affine structure of a spacetime is not unique. Let us explain this in more detail.
A gravitational theory is a physical theory that relates the energy and matter content of a system with the global structure of the spacetime describing such a system. From the Definition 2.1.7 and the subsequent discussion we know that such a structure is given by the metric tensor. Hence, the field equations of the gravitational theory will be dynamical equations that have the energy and matter content as input quantities and the metric tensor and the affine connection ${ }^{2}$ as the unknowns that we want to solve.
The metric tensor is the one that defines the structure of spacetime and the connection is going to tell us how to take derivatives, so the latter will of course affect the field equations. In general, these two quantities are independent, but there is a special choice of connection that relates them, known as the Levi-Civita connection. The existence of such a connection is sometimes referred in mathematics literature as the "miracle" of Lorentzian geometry, since it proves that every pair $(\mathcal{M}, g)$ can be understood as an affine manifold.

Theorem 2.1.10. Let $(\mathcal{M}, g)$ be a n-dimensional Lorentzian manifold. Then there exists an unique connection $\stackrel{\circ}{\nabla}$, with Christoffel symbols $\stackrel{\circ}{\Gamma}^{\rho}{ }_{\mu \nu}$, that verifies the following properties in all coordinate systems:

1. It is symmetric, that is

$$
\begin{equation*}
\stackrel{\circ}{\Gamma}^{\rho}{ }_{\mu \nu}=\stackrel{\circ}{\Gamma}^{\rho}{ }_{\nu \mu} \quad \mu, \nu, \rho \in\{1, \ldots, n\} . \tag{2.7}
\end{equation*}
$$

2. It is metric compatible, which means that

$$
\begin{equation*}
\stackrel{\circ}{\nabla}_{\mu} g_{\nu \rho}=0 \quad \mu, \nu, \rho \in\{1, \ldots, n\} \tag{2.8}
\end{equation*}
$$

Moreover, based on the properties (2.7) and (2.8), one can define two tensors that account for "the lack of symmetry" 2.7) and "the lack of metricity" 2.8) of the connection.

[^2]Definition 2.1.11 (Torsion tensor). Let $\nabla$ be a connection with Christoffel symbols $\Gamma^{\rho}{ }_{\mu \nu}$. Then, the torsion tensor $T^{\rho}{ }_{\mu \nu}$ is defined as the antisymmetric part of the connection, namely

$$
\begin{equation*}
T_{\mu \nu}^{\rho}=\Gamma_{\mu \nu}^{\rho}-\Gamma_{\nu \mu}^{\rho} . \tag{2.9}
\end{equation*}
$$

Definition 2.1.12 (Non-metricity tensor). Let $\nabla$ be a connection with Christoffel symbols $\Gamma^{\rho}{ }_{\mu \nu}$. Then, the non-metricity tensor $M_{\mu \nu \rho}$ is defined as

$$
\begin{equation*}
M_{\mu \nu \rho}=\nabla_{\mu} g_{\nu \rho} \tag{2.10}
\end{equation*}
$$

Hence one can introduce the following
Definition 2.1.13 (Levi-Civita connection). The connection $\nabla_{\nabla}$ with Christoffel symbols $\stackrel{\circ}{\Gamma}^{\rho}{ }_{\mu \nu}$, which has null torsion and non-metricity, is known as the Levi-Civita connection.

This connection has very interesting properties. First of all, it is uniquely related to the metric tensor as

$$
\begin{equation*}
\stackrel{\circ}{\Gamma}_{\mu \nu}^{\rho}=\frac{1}{2} g^{\rho \sigma}\left(\partial_{\mu} g_{\nu \sigma}+\partial_{\nu} g_{\sigma \mu}-\partial_{\sigma} g_{\mu \nu}\right), \tag{2.11}
\end{equation*}
$$

Also, from the properties of the Levi-Civita connection, 2.7) and 2.8, one can prove (for a detailed proof see [91]) the following

Theorem 2.1.14. Let $p$ and $q$ be two points in the spacetime $(\mathcal{M}, g)$, and let $\gamma$ be a curve that joints this two points, with a tangent vector $v^{\mu}$ that is parallely transported along itself in terms of the Levi-Civita connection, i.e.

$$
\begin{equation*}
v^{\mu} \stackrel{\circ}{\nabla}_{\mu} v^{\nu}=0 . \tag{2.12}
\end{equation*}
$$

Then, $\gamma$ is also the curve that extremise the length between the two points, which we have defined earlier as a geodesic.

As we have seen, from a mathematical point of view it makes sense to stick to the Levi-Civita connection, due to its properties. Nevertheless, there is not any physical reason to assume that this is the affine structure preferred by Nature. To illustrate this, we will give in the following three subsections a very enlightening example. We shall briefly sketch three gravitational theories, with different affine structures, and prove that they are equivalent, in the sense that the field equations are the same. These theories are GR, Teleparallel Gravity (TEGR), and Symmetric Teleparallel Gravity (STEGR), which are sometimes referred to as the Geometrical Trinity of Gravity [92].

### 2.1.1 General Relativity

The theory of GR, first introduced by Albert Einstein in 1916 [14], is the currently accepted gravitational theory. This theory is formulated in terms of the usual curvature tensors of the spacetime. They are defined in terms of the connection of the spacetime as follows $5^{3}$

- Riemann tensor

$$
\begin{equation*}
R_{\mu \nu \rho}{ }^{\sigma}=\partial_{\nu} \Gamma^{\sigma}{ }_{\mu \rho}-\partial_{\mu} \Gamma^{\sigma}{ }_{\nu \rho}+\Gamma^{\alpha}{ }_{\mu \rho} \Gamma^{\sigma}{ }_{\alpha \nu}-\Gamma^{\alpha}{ }_{\nu \rho} \Gamma^{\sigma}{ }_{\alpha \mu} . \tag{2.13}
\end{equation*}
$$

- Riccitensor

$$
\begin{equation*}
R_{\mu \nu}=R_{\mu \rho \nu}{ }^{\rho} . \tag{2.14}
\end{equation*}
$$

- Scalar curvature or Ricci scalar

$$
\begin{equation*}
R=g^{\mu \nu} R_{\mu \nu} . \tag{2.15}
\end{equation*}
$$

In the case of GR the affine structure is the Levi-Civita one. Then the curvature tensors shall be denoted as $\AA_{\mu \nu \rho}{ }^{\sigma},{ }_{R}{ }_{\mu \nu}$, and $\stackrel{\circ}{R}$.

As every physical theory, GR can be constructed from an action, which is a functional that gives the field equations when extremising with respect to the independent variables. More specifically, the GR action can be written as

$$
\begin{equation*}
S_{\mathrm{GR}}=\int \mathrm{d}^{4} x \sqrt{-g}\left(\frac{1}{16 \pi G}^{\circ} \mathrm{R}+\mathcal{L}_{M}\right), \tag{2.16}
\end{equation*}
$$

where $g$ is the determinant of the metric tensor, $G$ is the gravitational constant, and $\mathcal{L}_{M}$ accounts for the energy and matter content of the system.
Then, we shall obtain the field equations in the following by performing variations with respect to the metric tensor $g_{\mu \nu}$ and finding the extremising condition, that is $\frac{\delta S_{G R}}{\delta g^{\mu \nu}}=0$. Let us study each of the terms separately. Firstly, for the curvature part we have

$$
\begin{align*}
& \delta(\sqrt{-g} \stackrel{R}{R})=\delta\left(\sqrt{-g} g^{\mu \nu} \AA_{\mu \nu}\right)=\sqrt{-g}\left(\delta \AA_{\mu \nu}\right) g^{\mu \nu}+\sqrt{-g} \AA_{\mu \nu} \delta g^{\mu \nu} \\
& +\dot{R} \delta(\sqrt{-g}) . \tag{2.17}
\end{align*}
$$

It is a known result that

$$
\begin{equation*}
g^{\mu \nu} \delta \stackrel{\circ}{R}_{\mu \nu}=\stackrel{\circ}{\nabla}^{\mu}\left[\stackrel{\circ}{\nabla}^{\nu}\left(\delta g_{\mu \nu}\right)-g^{\rho \sigma} \stackrel{\circ}{\nabla}_{\mu}\left(\delta g_{\rho \sigma}\right)\right] . \tag{2.18}
\end{equation*}
$$

[^3]Moreover, it is easy to check that

$$
\begin{equation*}
\delta(\sqrt{-g})=\frac{1}{2} \sqrt{-g} g^{\mu \nu} \delta g_{\mu \nu}=-\frac{1}{2} \sqrt{-g} g_{\mu \nu} \delta g^{\mu \nu} \tag{2.19}
\end{equation*}
$$

Therefore we have

$$
\begin{align*}
\delta S_{\mathrm{GR}}= & \frac{1}{16 \pi G}\left\{\int \mathrm{~d}^{4} x \sqrt{-g} \stackrel{\circ}{\nabla}^{\mu}\left[\stackrel{\circ}{\nabla}^{\nu}\left(\delta g_{\mu \nu}\right)-g^{\rho \sigma} \stackrel{\circ}{\nabla}_{\mu}\left(\delta g_{\rho \sigma}\right)\right]\right. \\
& \left.+\int \mathrm{d}^{4} x \sqrt{-g}\left(\stackrel{\circ}{R}_{\mu \nu}-\frac{1}{2} g_{\mu \nu} \stackrel{\circ}{R}\right) \delta g^{\mu \nu}\right\} \\
& +\int \mathrm{d}^{4} x \sqrt{-g}\left(\frac{\delta \mathcal{L}_{M}}{\delta g^{\mu \nu}}-\frac{1}{2} g_{\mu \nu} \mathcal{L}_{M}\right) \delta g^{\mu \nu} . \tag{2.20}
\end{align*}
$$

The first term of (2.20) is clearly the integral of a divergence. By the Stokes theorem we know that this integral just contributes a boundary term. When the variations of the metric $\delta g_{\mu \nu}$ and its derivatives vanish in the boundary, as we shall require, that integral also vanish. Hence, the variation with respect to the metric tensor is

$$
\begin{equation*}
\frac{\delta S_{\mathrm{GR}}}{\delta g^{\mu \nu}}=\frac{1}{16 \pi G} \int \mathrm{~d}^{4} x \sqrt{-g}\left[\stackrel{\circ}{R}_{\mu \nu}-\frac{1}{2} g_{\mu \nu} \stackrel{\circ}{R}+16 \pi G\left(\frac{\delta \mathcal{L}_{M}}{\delta g^{\mu \nu}}-\frac{1}{2} g_{\mu \nu} \mathcal{L}_{M}\right)\right] \tag{2.21}
\end{equation*}
$$

Then, the extremising condition $\frac{\delta S_{\mathrm{GR}}}{\delta g^{\mu \nu}}=0$ gives the so-called Einstein field equations

$$
\begin{equation*}
\stackrel{\circ}{R}_{\mu \nu}-\frac{1}{2} g_{\mu \nu} \stackrel{\circ}{R}=8 \pi G T_{\mu \nu} \tag{2.22}
\end{equation*}
$$

where

$$
\begin{equation*}
T_{\mu \nu}:=\frac{-2}{\sqrt{-g}} \frac{\delta\left(\sqrt{-g} \mathcal{L}_{M}\right)}{\delta g^{\mu \nu}}=-2 \frac{\delta \mathcal{L}_{M}}{\delta g^{\mu \nu}}+g_{\mu \nu} \mathcal{L}_{M} \tag{2.23}
\end{equation*}
$$

is known as the energy-momentum tensor.
The reader might be wondering why the action (2.16) is chosen, and not another curvature invariant, such as for instance $\stackrel{\circ}{R}_{\mu \nu} \stackrel{\circ}{R}^{\mu \nu}$. It is because this choice leads to the simplest theory that is endowed with the Levi-Civita connection, which is able to explain the basic features of classical gravity. The addition of other curvature invariants in the action may result in higher-order field equations, which, as we shall explain in the Section 2.3. usually lead to unstable solutions.
In the following subsections we will show that we can find theories that have a different affine structure, and have the same field equations of GR.

### 2.1.2 Teleparallel Gravity

As we shall see below, Teleparallel Gravity (TEGR) is an equivalent theory to GR, first proposed just one year after Einstein's article by the usually unrecognised G.

Hessenberg 93] (for more details on this theory see [94, 95]). In the following years the concept of teleparallelism was studied and structured by Cartan, Weitzenböck, and Einstein [96-98].
The affine structure of TEGR is the Weitzenböck connection $\hat{\Gamma}$. This is the unique connection that has null curvature and null non-metricity, while having non-zero torsion. As every non-symmetric and metric compatible connection, it can be related with the Levi-Civita connection as

$$
\begin{equation*}
\hat{\Gamma}^{\alpha}{ }_{\mu \nu}=\stackrel{\circ}{\Gamma}^{\alpha}{ }_{\mu \nu}+K^{\alpha}{ }_{\mu \nu}, \tag{2.24}
\end{equation*}
$$

where

$$
\begin{equation*}
K^{\alpha}{ }_{\mu \nu}=\frac{1}{2}\left(T^{\alpha}{ }_{\mu \nu}+T_{\mu}{ }^{\alpha}{ }_{\nu}+T_{\nu}{ }^{\alpha}{ }_{\mu}\right) \tag{2.25}
\end{equation*}
$$

is the contortion tensor.

The gravitational part of the action of this theory is

$$
\begin{equation*}
S_{\mathrm{TEGR}}=\frac{1}{16 \pi G} \int \mathrm{~d}^{4} x \sqrt{-g} \mathbb{T} \tag{2.26}
\end{equation*}
$$

where we have omitted the matter part and $\mathbb{T}$ is denoted as the torsion scalar, which is defined as

$$
\begin{equation*}
\mathbb{T} \equiv \frac{1}{4} T_{\mu \nu \rho} T^{\mu \nu \rho}+\frac{1}{2} T_{\mu \nu \rho} T^{\nu \mu \rho}-T^{\mu}{ }_{\mu \rho} T_{\nu}{ }^{\nu \rho} . \tag{2.27}
\end{equation*}
$$

The equivalence between TEGR and GR can be proved by making use of the definition of the torsion tensor in (2.9), the relation (2.24) and having in mind that $\hat{R}_{\mu \nu \rho}{ }^{\sigma}=0$. Taking these three relations into account in the action 2.26 gives us the following result

$$
\begin{equation*}
S_{\mathrm{TEGR}}=S_{\mathrm{GR}}+2 \int \mathrm{~d}^{4} x \sqrt{-g} \stackrel{\circ}{\nabla}_{\rho} T_{\nu}^{\nu \rho} . \tag{2.28}
\end{equation*}
$$

Hence, since the actions differ by the integral of a total derivative only, the field equations of TEGR and GR will be the same [95].

### 2.1.3 Symmetric Teleparallel Gravity

Symmetric Teleparallel Gravity (STEGR), also dubbed Coincident General Relativity, was introduced by Nester and Yo in 1999 [99]. It was recently revisited and given more insight by Beltrán, Heisenberg and Koivisto in [100].
The affine structure of STEGR is the one that has null curvature and torsion, $\tilde{\Gamma}$. As every symmetric and non-metric connection, it can be related with the Levi-Civita connection as

$$
\begin{equation*}
\tilde{\Gamma}^{\alpha}{ }_{\mu \nu}=\stackrel{\circ}{\Gamma}_{\mu \nu}^{\alpha}+L^{\alpha}{ }_{\mu \nu}, \tag{2.29}
\end{equation*}
$$

where

$$
\begin{equation*}
L^{\alpha}{ }_{\mu \nu}=\frac{1}{2}\left(M^{\alpha}{ }_{\mu \nu}-M_{\mu}{ }^{\alpha}{ }_{\nu}-M_{\nu}{ }^{\alpha}{ }_{\mu}\right) \tag{2.30}
\end{equation*}
$$

is the disformation tensor.
The gravitational part of the action of STEGR is given by

$$
\begin{equation*}
S_{\mathrm{STEGR}}=\frac{1}{16 \pi G} \int \mathrm{~d}^{4} x \sqrt{-g} \mathbb{Q} \tag{2.31}
\end{equation*}
$$

where $\mathbb{Q}$ is known as the non-metric scalar, and it is written as

$$
\begin{equation*}
\mathbb{Q} \equiv-\frac{1}{4} M_{\mu \nu \rho} M^{\mu \nu \rho}+\frac{1}{2} M_{\mu \nu \rho} M^{\nu \mu \rho}+\frac{1}{4} M_{\mu \nu}^{\nu} M_{\rho}^{\mu \rho}-\frac{1}{2} M_{\mu \nu}^{\nu} M_{\rho}{ }^{\rho \mu} . \tag{2.32}
\end{equation*}
$$

Using expressions 2.29) and 2.30, while taking into account that $\tilde{R}_{\mu \nu \rho}{ }^{\sigma}=0$, we can find the following relation

$$
\begin{equation*}
\mathbb{Q}=\stackrel{\circ}{R}+\stackrel{\circ}{\nabla}_{\mu}\left(M_{\rho}^{\mu \rho}-M_{\rho}^{\rho \mu}\right) . \tag{2.33}
\end{equation*}
$$

Therefore STEGR and GR actions will differ by the integral of a total derivative only, so these theories are equivalent. Moreover, the authors in [100] found that under a certain coordinate basis, known as the coincident gauge, the connection can be trivialised, i.e. $\left.L^{\alpha}{ }_{\mu \nu}\right|_{\text {c.g. }}=-\Gamma^{\alpha}{ }_{\mu \nu} \rightarrow \tilde{\Gamma}^{\alpha}{ }_{\mu \nu}=0$. With this choice one can show that STEGR action would be equivalent to GR without the boundary term (see the first term of Eq. 2.20 ). Hence, in this scenario the variational principle can be performed without assuming any conditions on the boundary.

Finally, despite the general belief, the two teleparallel theories that we have introduced, TEGR and STEGR, are not the unique theories with a connection different from Levi-Civita that are equivalent to GR. In fact, as the authors in [101] found the most general theory that one can construct with quadratic terms in both torsion and non-metricity that is equivalent to GR, from which TEGR and STEGR are special cases.
The fact that we can find equivalent theories with different affine structure supports the statement that there is not any physical reason to assume that Levi-Civita is the preferred affine structure of the spacetime.

### 2.2 Poincaré Gauge Gravity

One of the greatest successes of twentieth century physics has been the ability to describe the laws of Nature in terms of symmetries [102]. The first person that worked
in this aspect was the renowned mathematician Emmy Noether [103]. In 1918 she published an article containing what we now know as the Noether's theorem [104]. The theorem states that for every symmetry of nature there is a corresponding conservation law, and for every conservation law there is a symmetry This statement has profound consequences in our understanding of the Universe. For example, everyone can recall from high school the famous sentence about the energy of a system: "energy is not created or lost, it is only transformed from one form to another". Thanks to the Noether's theorem this is not a mantra anymore, there is a reason why the energy is a conserved quantity: it is because the laws of nature are invariant under time translations, i.e. the laws governing the universe are the same now as at any other time.

The next step was done by Hermann Weyl also in 1918, while trying to obtain Electromagnetism as the manifestation of a local symmetry [105]. More specifically, he wanted to relate the conservation of electric charge with a local invariance with respect to the change of scale, or as he called it, gauge invariance ${ }^{6}$
After Einstein found some flaws in Weyl's paper, the idea was abandoned until 1927, when Fritz London realised that the symmetry associated with electric charge conservation was a phase invariance, i.e. the invariance under a local arbitrary change in the complex phase of the wavefunction.
Thirty years later, in 1954, Yang and Mills applied this local symmetry principle to the invariance under isotopic spin rotation [106], opening the door for describing the fundamental interactions by their internal symmetries.

All of the above can be summarised in the so-called gauge principle, which is represented in Fig. 2.3 First, as we introduced, there is the Noether's theorem, which states that for every conservation law there is an associated symmetry and vice versa; second, there is the fact that requiring a local symmetry leads to an underlying so-called gauge field theory; and finally, we find that the gauge field theory determined in this way necessarily includes interactions between the gauge field and the conserved quantity with which we started.

Thus we have that for every conservation law there is a complete theory of a gauge field for which the given conserved quantity is the source. The only restriction is that the conservation law be associated with a continuous symmetry (this would exclude, for example, parity, which is associated with a discrete reflection symmetry). The resulting theory has just one free parameter, the interaction strength. Nevertheless, one can increase the number of free parameters by considering more than

[^4]

Figure 2.3: Sketch of the reasoning behind the gauge principle based on [102].
one symmetry and/or more than one field. For instance, one could impose gauge invariance under special unitary group of degree $n, \mathrm{SU}(n)$, in a field $A$ and under the unitary group of degree $m, \mathrm{U}(m)$, in a field $B$, hence obtaining a gauge theory locally invariant under $\mathrm{SU}(n)_{A} \times \mathrm{U}(m)_{B}$. This theory will have two field strengths, one for $A$ and $B$ respectively. Actually, in what we currently believe is a reliable picture of fundamental subatomic particles and its interactions, there are two separate gauge theories: the Glashow-Weinberg-Salam theory for electromagnetic and weak interactions [107], the colour gauge theory for strong interactions [108]. These two theories, together with the spectrum of elementary particles associated with them, make up what is now referred to as the Standard Model of Particles [109], which is a gauge field theory invariant under $\mathrm{SU}(3) \times \mathrm{SU}(2) \times \mathrm{U}(1)$.

### 2.2.1 Gauge theory of translations

Since the gauge principle has been so successful in the description of the subatomic interactions, one can also wonder if it could be useful for describing gravity. Indeed, GR can be formulated from a gauge field perspective. If one thinks about it, it is very intuitive, because one of the main principles in any physical theory is that "the equations of physics are invariant when we make coordinate displacements" [110]. This clearly suggests that the group of spacetime translations in 4 dimensions $T$ (4) is an ideal candidate for applying the gauge principle. Let us elaborate on this idea.

The generators of the gauge transformations need to be defined in a vector space
at every given point. In the previous section, we already introduced this vectorial structure as the tangent space (see Definition 2.1.4, that we shall explore in more detail in the following.
Let $p$ be a point of the 4 -dimensional spacetime $(\mathcal{M}, g)$, and let $V_{p}$ be the 4 -dimensional vector space at that point. As we saw, a coordinate neighbourhood of $p,\left(\mathcal{U}, x^{\mu}\right)$, induces a natural basis on $V_{p}$ (and on $V_{p}^{*}$ ), $\left\{\partial_{\mu} \equiv \frac{\partial}{\partial x^{\mu}}\right\}$ (and $\left\{\mathrm{d} x^{\mu}\right\}$ respectively). Moreover, since a spacetime is a Lorentzian manifold, the tangent space at any point shall be isomorphic to the Minkowski space, which means that we can always find a basis of that particular tangent space, $\left\{h_{a}\right\}$ (and $\left\{h^{a}\right\}$ for the dual), for which the metric $g$ expressed in this basis will have the values of the Minkowski metri『7 $\eta$ [111]. Please note that we have chosen to use greek indices for the natural basis and the latin indeces for the "proper" basis of the tangent space, as it is customary.
Given the natural basis of the tangent space, we can always express the other basis as a linear combination of it, in particular

$$
\begin{equation*}
h_{a}=h_{a}{ }^{\mu} \partial_{\mu}, \quad h^{a}=h_{\mu}^{a} d x^{\mu}, \tag{2.34}
\end{equation*}
$$

with

$$
\begin{equation*}
h^{b}\left(h_{a}\right)=h^{b}{ }_{\mu} h_{a}{ }^{\nu} d x^{\mu}\left(\partial_{\nu}\right)=\delta_{a}^{b} . \tag{2.35}
\end{equation*}
$$

The fact that the metric expressed in this basis is the Minkowski one means that

$$
\begin{equation*}
g\left(h_{a}, h_{b}\right)=h_{a}{ }^{\mu} h_{b}{ }^{\nu} g\left(\partial_{\mu}, \partial_{\nu}\right)=h_{a}{ }^{\mu} h_{b}{ }^{\nu} g_{\mu \nu}=\eta_{a b} . \tag{2.36}
\end{equation*}
$$

Consequently, we have that

$$
\begin{equation*}
g_{\mu \nu}=h^{a}{ }_{\mu} h^{b}{ }_{\nu} \eta_{a b} . \tag{2.37}
\end{equation*}
$$

The coefficients $h^{a}{ }_{\mu}$ of the expansion of the basis $\left\{h_{a}\right\}$ in terms of the natural basis are known as tetrads or virbein, and they relate the proper coordinates of each of the tangent spaces at any point with the natural coordinates induced by the spacetime ones.
Therefore, since the gauge transformations are defined locally, they will apply on the local basis, which in this case we have denoted as $\left\{h_{a}\right\}$.

Before going any further, we will briefly review the mathematical procedures of the gauge principle, as explained in [95, 112]. First of all, let us consider an action for a certain matter field $\psi$

$$
\begin{equation*}
S=\int \mathrm{d}^{4} x \mathcal{L}\left(\psi, \partial_{a} \psi\right) \tag{2.38}
\end{equation*}
$$

[^5]and the transformation of this field under a m-parameter global symmetry group $G$
\[

$$
\begin{equation*}
\psi(x) \rightarrow \psi^{\prime}(x)=\psi(x)+\delta \psi(x), \quad \delta \psi(x)=\varepsilon^{B}(x) T_{B} \psi(x), \tag{2.39}
\end{equation*}
$$

\]

where $\varepsilon^{B}(x)$, with $B=\{1, \ldots, m\}$, are the $m$ parameters of the group, which remain constant in $x$ since it is a global symmetry. The $T_{B}$ are known as the transformation generators, which satisfy the following commutation relation

$$
\begin{equation*}
\left[T_{B}, T_{C}\right]=f^{A}{ }_{B C} T_{A}, \tag{2.40}
\end{equation*}
$$

where the $f^{A}{ }_{B C}$ are the structure constants of the group's Lie algebra.
We will assume that the action is invariant under $G$, that is $\delta S=0$. Hence, according to the Noether's theorem there would be the following conservation law

$$
\begin{equation*}
\partial_{i} J_{A}^{i}=0, \quad J_{A}^{i}:=T_{A} \psi \frac{\partial \mathcal{L}}{\partial\left(\partial_{i} \psi\right)} \tag{2.41}
\end{equation*}
$$

where $J_{A}^{i}$ is known as the Noether current.
In order to apply the gauge principle, we shall impose that the transformation is local, which means that we relax the condition on the parameters of the group $\varepsilon^{B}(x)$, and allow them to take different values along $x$. Nevertheless, this would imply that the action (2.38) is no longer invariant under this local transformation. In order to achieve invariance again, we need to add a compensating gauge field $A^{B}{ }_{a}$ via the minimal coupling prescription

$$
\begin{equation*}
\mathcal{L}\left(\psi, \partial_{a} \psi\right) \longrightarrow \mathcal{L}\left(\psi, D_{a} \psi\right), \tag{2.42}
\end{equation*}
$$

where the partial derivative has been replaced by a covariant one $D_{a}$ (does this ring a bell?), that is defined as follows

$$
\begin{equation*}
D_{a} \psi(x)=\partial_{a} \psi(x)-A^{B}{ }_{a} T_{B} \psi(x) . \tag{2.43}
\end{equation*}
$$

Therefore the invariance is recovered because the field transforms as

$$
\begin{equation*}
\delta A^{C}{ }_{a}=-\left[\partial_{a} \varepsilon^{C}(x)+f^{C}{ }_{B D} A^{B}{ }_{a} \varepsilon^{D}(x)\right] . \tag{2.44}
\end{equation*}
$$

The gauge field can be promoted to a true dynamical variable of the system by adding its corresponding kinetic term $\mathcal{K}$ to the Lagrangian density. Of course, such a term needs to be gauge invariant, so that the whole action remains so. This is assured by constructing the kinetic term using the gauge field strength as

$$
\begin{equation*}
F^{A}{ }_{i j}=\partial_{i} A^{A}{ }_{j}-\partial_{j} A_{i}^{A}+f^{A}{ }_{B C} A^{B}{ }_{i} A^{C}{ }_{j} . \tag{2.45}
\end{equation*}
$$

Then, the subsequent gauge action after we have applied the gauge principle would be

$$
\begin{equation*}
S_{\text {gauge }}=\int \mathrm{d}^{4} x\left[\mathcal{L}\left(\psi, D_{a} \psi\right)+\mathcal{K}\left(F^{A}{ }_{i j}\right)\right] \tag{2.46}
\end{equation*}
$$

Now we are ready to explore what happens when the gauge procedure is applied to the group of spacetime translations $T$ (4). We shall explain this based on [94, 95]. As it is known, the infinitesimal change under a local spacetime translation is given in the proper coordinates of the tangent space as

$$
\begin{equation*}
\delta \psi(x)=\varepsilon^{a}(x) P_{a} \psi(x), \tag{2.47}
\end{equation*}
$$

with $P_{a} \equiv \frac{\partial}{\partial x^{a}}$ being the translation generators, which have the following commutation relations

$$
\begin{equation*}
\left[P_{a}, P_{b}\right]=0 \tag{2.48}
\end{equation*}
$$

This local transformation induces a gauge field $B^{a}{ }_{\mu}$, such as the covariant derivative $h_{\mu}$ is given by

$$
\begin{align*}
h_{\mu} \psi(x) & =\partial_{\mu} \psi(x)+B^{a}{ }_{\mu} P_{a} \psi(x)=\left(\partial_{\mu} x^{a}\right) \partial_{a} \psi(x)+B^{a}{ }_{\mu} \partial_{a} \psi(x) \\
& =h^{a}{ }_{\mu} \partial_{a} \psi(x), \tag{2.49}
\end{align*}
$$

where $h^{a}{ }_{\mu}$ is a tetrad field defined as

$$
\begin{equation*}
h^{a}{ }_{\mu}=\partial_{\mu} x^{a}+B^{a}{ }_{\mu} . \tag{2.50}
\end{equation*}
$$

Since the structure constants of the group of translations are zero, the field strength of $B^{a}{ }_{\mu}$ is given by

$$
\begin{equation*}
F^{a}{ }_{\mu \nu}=\partial_{\mu} B^{a}{ }_{\nu}-\partial_{\nu} B^{a}{ }_{\mu}=\partial_{\mu} h_{\nu}^{a}-\partial_{\nu} h^{a}{ }_{\mu} . \tag{2.51}
\end{equation*}
$$

Also, given a tetrad field, one can construct the following connection

$$
\begin{equation*}
\hat{\Gamma}_{\mu \nu}^{\rho}=h_{a}{ }^{\rho} \partial_{\nu} h^{a}{ }_{\mu}, \tag{2.52}
\end{equation*}
$$

which is actually the Weitzenböck connection that we introduced in the previous section. Then, it is easy to check that the field strength of translations is just the torsion of this connection written in the spacetime coordinates

$$
\begin{equation*}
T^{\rho}{ }_{\mu \nu}=h_{a}{ }^{\rho} F^{a}{ }_{\nu \mu} . \tag{2.53}
\end{equation*}
$$

Therefore, as it is usual in gauge theories, we shall construct the action of the theory with quadratic terms in the field strength, which in this case is the torsion tensor of the Weitzenböck connection, obtaining

$$
\begin{equation*}
S_{T(4)}=\int \mathrm{d}^{4} x \sqrt{-g}\left(a_{1} T_{\mu \nu \rho} T^{\mu \nu \rho}+a_{2} T_{\mu \nu \rho} T^{\nu \mu \rho}+a_{3} T^{\mu}{ }_{\mu \rho} T_{\nu}{ }^{\nu \rho}\right) . \tag{2.54}
\end{equation*}
$$

Finally, should at this point the action (2.54) be required to be invariant under local Lorentz transformacions, the coefficients $a_{i}$ would need to get fixed to $a_{1}=\frac{1}{4}, a_{2}=$ $\frac{1}{2}$, and $a_{3}=-1$. Hence we find that

$$
\begin{equation*}
S_{T(4)}\left(a_{1}=\frac{1}{4} ; a_{2}=\frac{1}{2} ; a_{3}=-1\right)=S_{\mathrm{TEGR}} . \tag{2.55}
\end{equation*}
$$

As we know, TEGR is an equivalent theory to GR, and we have just proved that it can be obtained as a gauge theory.

### 2.2.2 Gauge theory of the Poincaré group

The important question now is whether the group of spacetime translations is the adequate group to gauge in order to obtain the gravitational theory. To answer this question we shall rely on experiment, in particular on the Colella-OverhauserWerner (COW) experiment [113], and its more precise reproductions [114-116].
This kind of experiments consist of a neutron (which is a half-spin particle) beam that is split into two beams which travel in different gravitational potentials. Later on the two beams are reunited and an interferometric picture is observed due to their relative phase shift. Therefore, such an inference pattern proves that there is an interaction between the internal spin of particles and the gravitational field. This suggests that the test particle for gravity should not be the "Newton's apple", but instead a particle with mass $m$ and spin $s$ should be used.
On the other hand, from Wigner's work [117], we know that a quantum system can be identified by its mass and spin in Minkowski spacetime, which is invariant under global Poincaré transformations. Therefore the Poincaré group $T(4) \times S O(1,3)$, which is formed by the homogeneous Lorentz group $S O(1,3)$ and the spacetime translations $T$ (4), seems the natural choice to apply the gauge principle. This was thought by Sciama [83] and Kibble [84], and later on formalised by Hayashi [118] and Hehl et al. [119]. We shall apply the gauge procedure on the Poincaré group in the following.

The infinitesimal change under a global Poincaré transformation is given in the proper coordinates of the tangent space as

$$
\begin{equation*}
\delta \psi(x)=\varepsilon^{a} \partial_{a} \psi(x)+\varepsilon^{a b} S_{a b} \psi(x), \tag{2.56}
\end{equation*}
$$

where $\varepsilon^{a b}$ are the six parameters of the Lorentz group, and $S_{a b}$ its generators, which along with the generators of translations $\partial_{a}$ follow the known commutation rela-
tions of the Poincaré group, namely

$$
\begin{align*}
& {\left[S_{a b}, S_{c d}\right]=\frac{1}{2}\left(\eta_{a c} S_{b d}+\eta_{d b} S_{a c}-\eta_{b c} S_{a d}-\eta_{a d} S_{b c}\right)} \\
& {\left[S_{a b}, \partial_{c}\right]=\frac{1}{2}\left(\eta_{a c} \partial_{b}-\eta_{b c} \partial_{a}\right)}  \tag{2.57}\\
& {\left[\partial_{a}, \partial_{b}\right]=0}
\end{align*}
$$

Now, in order to apply the gauge principle we need to consider how this transformation (2.56) behaves locally, which means that the parameters of the transformation can vary along the spacetime. As we have explained in the previous subsection, an action which is invariant under the global transformation might not be under the local one. Consequently, as we also have done for the $T(4)$ case, we shall construct a covariant derivative that will have the induced gauge fields associated to the translations $B^{a}{ }_{\mu}$ and the Lorentz group $\omega^{a b}$, which will compensate the fact that these transformations are not the same at every point. In this case, the gauge covariant derivative $D_{\mu}$ is given by [120]

$$
\begin{equation*}
D_{\mu} \psi(x)=\partial_{\mu} \psi(x)+B^{a}{ }_{\mu} \partial_{a} \psi(x)-\omega^{a b}{ }_{\mu} S_{a b} \psi(x)=h^{a}{ }_{\mu} D_{a} \psi(x), \tag{2.58}
\end{equation*}
$$

where

$$
\begin{equation*}
D_{a}:=\partial_{a}+\omega_{a}^{b c}(x) S_{c b} \tag{2.59}
\end{equation*}
$$

which is actually the generator of the local rotation-free translations in the local Poincaré group.
The field strengths of the gauge potentials shall be denoted $F^{a}{ }_{\mu \nu}$ for the translations and $H^{a b}{ }_{\mu \nu}$ for the Lorentz transformations respectively. Both of them can be obtained from the commutator of the gauge covariant derivative as follow $\$^{8}$

$$
\begin{equation*}
\left[D_{\mu}, D_{\nu}\right] \psi(x)=F^{a}{ }_{\mu \nu} D_{a} \psi(x)+H_{\mu \nu}^{a b} S_{a b} \psi(x), \tag{2.60}
\end{equation*}
$$

where

$$
\begin{equation*}
F^{a}{ }_{\mu \nu}=\partial_{\mu} h_{\nu}^{a}-\partial_{\nu} h_{\mu}^{a}+\omega_{\mu}^{a b} h_{b \nu}-\omega_{\nu}^{a b} h_{b \mu}, \tag{2.61}
\end{equation*}
$$

and

$$
\begin{equation*}
H^{a b}{ }_{\mu \nu}=\partial_{\mu} \omega^{a b}{ }_{\nu}-\partial_{\nu} \omega^{a b}{ }_{\mu}+\omega^{a c}{ }_{\nu} \omega^{b}{ }_{c \mu}-\omega^{a c}{ }_{\mu} \omega^{b}{ }_{c \nu} . \tag{2.62}
\end{equation*}
$$

At this point, we can interpret what the field strenghts are in terms of the spacetime quantities. Let us notice that one can build a connection in terms of $h^{a}{ }_{\mu}$ and $\omega^{a b}{ }_{\mu}$ as

$$
\begin{equation*}
\Gamma^{\rho}{ }_{\mu \nu}=h_{a}^{\rho} \partial_{\mu} h_{\nu}^{a}+h_{a}{ }^{\rho} h_{b \nu} \omega^{a b}{ }_{\mu} . \tag{2.63}
\end{equation*}
$$

[^6]Then we can see the field strength of the translations $F$ as the torsion tensor of this connection in spacetime coordinates, and the field strength of the Lorentz transformations $H$ as the Riemmann tensor of this connection expressed in spacetime coordinates. Namely

$$
\begin{equation*}
T^{\rho}{ }_{\mu \nu}=h_{a}{ }^{\rho} F^{a}{ }_{\mu \nu}, \tag{2.64}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{\mu \nu \rho}{ }^{\sigma}=h_{a}{ }^{\rho} h_{b \rho} H^{a b}{ }_{\mu \nu} . \tag{2.65}
\end{equation*}
$$

It is important to stress that in this case the connection in 2.63 is not fixed by the tetrad structure, therefore it is independent of the metric of the spacetime.

Finally, to build the action of the Poincaré gauge theory we shall use the invariants of the field strengths up to quadratic order

$$
\begin{align*}
S_{\mathrm{PG}}= & \int \mathrm{d}^{4} x \sqrt{-g}\left(a_{0} R+a_{1} T_{\mu \nu \rho} T^{\mu \nu \rho}+a_{2} T_{\mu \nu \rho} T^{\nu \rho \mu}+a_{3} T_{\mu} T^{\mu}+b_{1} R^{2}\right. \\
& +b_{2} R_{\mu \nu \rho \sigma} R^{\mu \nu \rho \sigma}+b_{3} R_{\mu \nu \rho \sigma} R^{\rho \sigma \mu \nu}+b_{4} R_{\mu \nu \rho \sigma} R^{\mu \rho \nu \sigma}+b_{5} R_{\mu \nu} R^{\mu \nu} \\
& \left.+b_{6} R_{\mu \nu} R^{\nu \mu}\right) \tag{2.66}
\end{align*}
$$

where the $a_{i}$ and $b_{i}$ are the constants parameters of the theory.
This theory has clearly more degrees of freedom than GR, due to the quadratic curvature and torsion terms. To analyse those introduced by the torsion tensor, it is customary to decompose the torsion in three terms [121]

$$
\left\{\begin{array}{l}
\text { Trace vector: } T_{\mu}=T^{\nu}{ }_{\mu \nu},  \tag{2.67}\\
\text { Axial vector: } S_{\mu}=\varepsilon_{\mu \nu \rho \sigma} T^{\nu \rho \sigma}, \\
\text { Tensor } q^{\rho}{ }_{\mu \nu}, \text { such that } q^{\nu}{ }_{\mu \nu}=0 \text { and } \varepsilon_{\mu \nu \rho \sigma} q^{\nu \rho \sigma}=0,
\end{array}\right.
$$

such that

$$
\begin{equation*}
T_{\mu \nu}^{\rho}=\frac{1}{3}\left(T_{\mu} \delta_{\nu}^{\rho}-T_{\nu} \delta_{\mu}^{\rho}\right)+\frac{1}{6} \varepsilon_{\mu \nu \sigma}^{\rho} S^{\sigma}+q^{\rho}{ }_{\mu \nu} . \tag{2.68}
\end{equation*}
$$

These three pieces are irreducible under the Lorentz group as real representations and correspond to $\left(\frac{1}{2}, \frac{1}{2}\right),\left(\frac{1}{2}, \frac{1}{2}\right)$ and $\left(\frac{3}{2}, \frac{1}{2}\right) \oplus\left(\frac{1}{2}, \frac{3}{2}\right)$ respectively [122]. This decomposition turns out to be very useful, thanks to the fact that the three terms in Eq. 2.67) propagate different dynamical off-shell degrees of freedom. Hence, it is better to study them separately, as we shall corroborate in some sections of this thesis, compared to all the torsion contribution at the same time.

Poincaré Gauge gravity has been widely studied since the 1970s, and we shall present some of its interesting phenomenology in the third chapter of this thesis. Nonetheless, one needs to first unveil the field content and analyse its stable/unstable nature, since this is one of the important questions for the viability of the theories with a crucial impact on the phenomenology. We will study this aspect in the next section.

### 2.3 Stability of Poincaré Gauge gravity

As we have already mentioned at the beginning of Subsection 2.2.2 the fields that are present in a theory that is locally invariant under Poincare transformations can be uniquely classified in terms of two quantities, their masses and spins. For example, GR (and its equivalent formulations) can be seen as a massless spin-2 particle [45], commonly known as graviton.
In the case of the PG gravitational theory (2.66), apart from the usual graviton, there are two massive spin-2, two massive spin-1 and two spin-0 fields [123]. Already in [123-125] it was shown that, in a Minkowski spacetime, all of these fields cannot propagate simultaneously without incurring in some pathological behaviour. In particular, it was proven that the absence of ghosts and tachyons instabilities, which we shall explain in the next subsection, restrains the spectrum to contain at most three propagating components, along with other restrictions on the parameters of the theory. Later on, the authors in [126, 127] performed a more complete Hamiltonian analysis of PG theories (see also a more recent analysis in [128]), where they find that the introduction of non-linearities would impose further constraints. Moreover, they showed that the only modes that could propagate were two scalars with different parity. We will arrive at the same conclusion following a different path in the next subsections. But first, it is important to study what it means to have an unstable theory, which we will explain in the following subsection.

### 2.3.1 Instabilities

Here we shall explain what we understand by instabilities and what causes them. Roughly speaking, an unstable theory is one where a perturbation in one of the variables produces an unboundly increase in its absolute value (see Figure 2.4 for an illustrative example).

There are different situations where that kind of behaviour occurs. In the following we shall enumerate and explain the most important types of instabilities.


Figure 2.4: Graphic example showing an unstable (left) and a stable (right) configuration. It is clear that even the slightest perturbation in the left one will make the height of the ball to decrease unboundly.

## Ghosts

A field is known as a ghost if its kinetic term has the wrong sign, hence the particle associated with this field would have negative kinetic energy (for a recent review on this subject see [129]). This instability is related with the momentum of the particles, in the sense that this is the variable that would experience an unboundly increase in its absolute value. We can see this intuitively with a very simple example. Let us imagine a collision between two protons in a theory that introduces a ghost. Then, since we have a particle with negative kinetic energy that can be part of the products of this collision, there is no limit to the momentum of the non-ghost particles that result from the collision. This is because we can always compensate the excess in energy by increasing the absolute value of the kinetic energy of the produced ghost, so that the conservation of energy holds. More specifically, this means that the volume available in the momentum space is infinite.
In order to give a more rigorous insight, let us consider the following Lagrangian density for a ghost scalar field $\psi$ and a non-ghost scalar field $\phi^{9}$ in Minkowski space-

[^7]time
\[

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2} \partial_{\mu} \phi \partial^{\mu} \phi+\frac{1}{2} m_{\phi}^{2} \phi^{2}-\frac{1}{2} \partial_{\mu} \psi \partial^{\mu} \psi-\frac{1}{2} m_{\psi}^{2} \psi^{2}-V_{\mathrm{int}}(\phi, \psi), \tag{2.69}
\end{equation*}
$$

\]

where the interaction potential $V_{\text {int }}$ does not contain derivative interaction terms, is analytic in both $\psi$ and $\phi$, and the configuration $\psi=\phi=0$ is a local minimum of the potential.
Performing a Legendre transformation with respect to $\dot{\psi}$ and $\dot{\phi}$ we obtain the Hamiltonian density, which is a measure of the total energy of the system

$$
\begin{equation*}
\mathcal{H}=-\frac{1}{2}\left[\dot{\phi}^{2}+(\vec{\nabla} \phi)^{2}\right]-\frac{1}{2} m_{\phi}^{2} \phi^{2}+\frac{1}{2}\left[\dot{\psi}^{2}+(\vec{\nabla} \psi)^{2}\right]+\frac{1}{2} m_{\psi}^{2} \psi^{2}+V_{\mathrm{int}}(\phi, \psi) . \tag{2.70}
\end{equation*}
$$

For each field we can make a Fourier decomposition as

$$
\begin{equation*}
\phi(\vec{x}, t)=\int_{\mathbb{R}^{3}} \frac{\mathrm{~d}^{3} p}{(2 \pi)^{3}} \phi_{\vec{p}}(t) \mathrm{e}^{i \vec{p} \cdot \vec{x}} \tag{2.71}
\end{equation*}
$$

where $\vec{p}$ is the 3 -momentum of the modes $\phi_{\vec{p}}$.
Now, it is clear that even if $V_{\text {int }} \neq 0$ it remains true that configuration $\phi(\vec{x}, t)=$ $\psi(\vec{x}, t)=0$ is a solution of the equations of motion, since those values extremise the Lagrangian density. Therefore, if we set the system in the state $\phi\left(\vec{x}, t_{0}\right)=\psi\left(\vec{x}, t_{0}\right)=$ 0 at an initial time $t_{0}$, the fields $\phi$ and $\psi$ remain in the "vacuum" configuration forever. In order to check what happens if we slightly perturb the vacuum configuration, we must take into account that the configuration introduced in 2.71, where the ghost and the ordinary field are plane waves of vanishing total momentum, which do not have zero energy due to the presence of the interaction terms. However, since derivative interactions are absent, choosing the amplitudes of the plane waves to be small enough would enable us to construct configurations with energy as close to zero as we want, without constraining the wavevector of each plane wave whose magnitude can be arbitrarily big. Therefore, for every value of the energy $E \geq 0$ there exists an infinite number of excited configurations and the volume of momentum space available for each (ordinary/ghost) sector is infinite. For entropy reasons, the decay towards these excited states is extremely favoured, and we conclude that the system is unstable against small oscillations.

Nevertheless, in most cases it is more difficult to identify the kinetic term of a certain field than in the previous example (2.69), specially if higher derivatives are involved in the action. The ghosts that appearing as a consequence of having higher derivatives in the field equations are known as Ostrogradski instabilities, since they are predicted by his famous stability theorem [130] (see [131] for a recent study). It mainly states that there is a linear instability in the Hamiltonians associated with Lagrangians which depend upon more than one time derivative in such a way that
the dependence cannot be eliminated by partial integration.
Another relevant ghost that can appear in modified gravity theories is the BoulwareDeser ghost [132], which is a scalar ghost that may be present when considering massive spin-2 fields, like in massive gravity [133].

## Tachyons

Tachyon instability is related with the field having an imaginary mass, which means that we have the wrong sign for the mass term [45]. Indeed we can see this by studying the Lagrangian density of a tachyonic free scalar field $\phi$ in Minkowski spacetime

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2} \partial_{\mu} \phi \partial^{\mu} \phi-\frac{1}{2} m^{2} \phi^{2} . \tag{2.72}
\end{equation*}
$$

Then the field equation would be

$$
\begin{equation*}
\left(\square+m^{2}\right) \phi=0, \tag{2.73}
\end{equation*}
$$

where $\square=\eta_{\mu \nu} \partial^{\nu} \partial^{\nu}$. Clearly one needs an imaginary mass in order to recover the correct sign of the mass in the Klein-Gordon equation of free scalar fields.
For a general potential the condition of having tachyonic stabilities is that the second derivative of the potential is negative, which means that the potential is at a local maximum instead of a local minimum, hence producing an unstable situation analogous to the red graph of example in Figure 2.4

## Laplacian instabilities

Laplacian instabilities can be present in certain configurations when performing small perturbations around the background, which, depending on the parameters of the considered theory, may grow unboundly. In order to understand this kind of instability let us consider the perturbations of a scalar field $\delta \phi$ around an arbitrary background configuration $\bar{\phi}$, up to quadratic order [45]

$$
\begin{equation*}
\delta \mathcal{L}=\frac{1}{2} \mathcal{F}\left(-\delta \dot{\phi}^{2}+c_{s}^{2} \nabla \delta \phi^{2}\right)+\frac{1}{2} m^{2} \delta \phi^{2}, \tag{2.74}
\end{equation*}
$$

where $\mathcal{F}, m$ and $c_{s}^{2}$ depend on the specific background configuration. Then, as known from the differential equations literature, the field equations that these perturbations follow are unstable if $c_{s}^{2}<0$. Then, to avoid Laplacian instabilities we shall impose that $c_{s}^{2} \geq 0$, meaning that the so-called scalar propagation speed $c_{s}$ is a real number.

[^8]
## Strong coupling

This instability is slightly different from the previous ones. The problem appears when some of the extra degrees of freedom present in the theory do not propagate in certain backgrounds. We can explain why this is an issue by taking into account the illustrative example in Figure 2.4. In a stable situation, if we make a slight perturbation from the equilibrium of the system we shall be able to recover the initial state. Therefore the aforementioned backgrounds would be problematic because if we make a perturbation over that background, those degrees of freedom are going to propagate. Hence, it would be impossible to recover the initial situation since in the background that degree of freedom does not propagate.
This is a known problem in Hořava gravity [134], massive gravity [135], and $f(T)$ theories [136]. Also, it could be a potential problem in Infinite Derivative Gravity, as we shall see in Chapter 4.

Let us note that all the mentioned instability issues are purely classical, and that there can be also problems associated to quantum corrections of the considered theory. The main problem is due to the fact that the coefficients of the theory, which are tuned in order to explain the experimental data, can be affected by an strong renormalisation under these quantum corrections. If the coefficients get detuned within the scale of validity of the theory, then the theory is render as quantum unstable. A clear example such instability is GR with a cosmological constant [23, 24]. Also, paradigmatic examples of quantum corrections studies include scalar-tensor theories [137-144], massive gravity [145], and generalised Proca theories [146].

Now we are ready to study the stability of PG gravity. We shall summarise the results of P6, where the stable modes of propagation of the action (2.66 were found. We shall unveil the presence of pathological terms in a background-independent approach just by looking at the interactions of the different torsion components. In order to avoid ghosts already for the graviton when the torsion is set to zero, we will impose the recovery of the Gauss-Bonnet term in the limit of vanishing torsion. In $d=4$ dimensions this allows one to use the topological nature of the GaussBonnet term to remove one of the parameters. More explicitly, we have

$$
\begin{equation*}
\left.\mathcal{L}_{\mathrm{PG}}\right|_{T=0}=a_{0} \stackrel{\circ}{R}+\left(b_{2}+b_{3}+\frac{b_{4}}{2}\right) \stackrel{\circ}{R}_{\mu \nu \rho \sigma} \stackrel{\circ}{R}^{\mu \nu \rho \sigma}+\left(b_{5}+b_{6}\right) \stackrel{\circ}{R}_{\mu \nu}^{\stackrel{\circ}{R}^{\mu \nu}+b_{1} \stackrel{\circ}{R}^{2}, ~} \tag{2.75}
\end{equation*}
$$

so the Gauss-Bonnet term for the quadratic sector is recovered upon requiring

$$
\begin{equation*}
b_{5}=-4 b_{1}-b_{6}, \quad b_{4}=2\left(b_{1}-b_{2}-b_{3}\right), \tag{2.76}
\end{equation*}
$$

that we will assume throughout the rest of this chapter unless otherwise stated. The
parameter $b_{1}$ plays the role of the coupling constant for this Gauss-Bonnet term. In $d=4$ dimensions this parameter is irrelevant, but it is important for $d>4$.
In the following subsection we shall show that imposing stability in the torsion vector modes reduces drastically the parameter space of PG gravity.

### 2.3.2 Ghosts in the vector sector

In $d=4$ dimensions, a vector field $A_{\mu}$ has four components: one temporal $A_{0}$, and three spatial $A_{i}$, with $i=1,2,3$. However, they cannot propagate at the same time without introducing a ghost degree of freedom (d.o.f.). In particular for any theory describing a massive vector, like the ones present in the PG action, we must require the following conditions in order to avoid ghosts [45, 58]:

- The equations of motion must be of second order. As we explained in the previous subsection, this is because the Ostrogradski theorem predicts ghosts for higher-order equations of motion.
- The temporal component of the vector field $A_{0}$ should not be dynamical. This is required because if this degree of freedom propagates, its kinetic term would be of opposite sign of the one of the spatial components, hence being a ghost. Therefore, the massive vector under this ghost-free condition would only propagate three degrees of freedom, which is exactly the ones that the massive spin- 1 representation of the Lorentz group can propagate.

Following these prescriptions, in this subsection we shall constrain the parameter space of PG gravity by imposing stability in the two massive spin- 1 fields that are part of the particle spectrum of this theory.
In order to do so, we look at the vector sector containing the trace $T_{\mu}$ and the axial component $S_{\mu}$ of the torsion, while neglecting the pure tensor part $q^{\rho}{ }_{\mu \nu}$ for the moment. Plugging the decompositions 2.24 and 2.68 into the PG Lagrangian (2.66) we obtain

$$
\begin{align*}
\mathcal{L}_{\mathrm{v}}= & -\frac{2}{9}(\kappa-\beta) \mathcal{T}_{\mu \nu} \mathcal{T}^{\mu \nu}+\frac{1}{72}(\kappa-2 \beta) \mathcal{S}_{\mu \nu} \mathcal{S}^{\mu \nu}+\frac{1}{2} m_{T}^{2} T^{2}+\frac{1}{2} m_{S}^{2} S^{2}+\frac{\beta}{81} S^{2} T^{2} \\
& +\frac{4 \beta-9 b_{2}}{81}\left[\left(S_{\mu} T^{\mu}\right)^{2}+3 S^{\mu} S^{\nu} \stackrel{\circ}{\nabla}_{\mu} T_{\nu}\right]+\frac{\beta}{54} S^{2} \stackrel{\circ}{\nabla}_{\mu} T^{\mu}+\frac{\beta-3 b_{2}}{9} S^{\mu} T^{\nu} \stackrel{\circ}{\nabla}_{\mu} S_{\nu} \\
& +\frac{\beta-3 b_{2}}{12}\left(\stackrel{\circ}{\nabla}_{\mu} S^{\mu}\right)^{2}+\frac{\beta}{36}\left(2 \stackrel{\circ}{G}^{\mu \nu} S_{\mu} S_{\nu}+\stackrel{\circ}{R} S^{2}\right), \tag{2.77}
\end{align*}
$$

where $\mathcal{T}_{\mu \nu}=2 \partial_{[\mu} T_{\nu]}$ and $\mathcal{S}_{\mu \nu}=2 \partial_{[\mu} S_{\nu]}$ are the field strengths of the trace and axial vectors respectively and we have defined

$$
\begin{align*}
\kappa & =4 b_{1}+b_{6}  \tag{2.78}\\
\beta & =b_{1}+b_{2}-b_{3}  \tag{2.79}\\
m_{T}^{2} & =-\frac{2}{3}\left(2 a_{0}-2 a_{1}+a_{2}-3 a_{3}\right)  \tag{2.80}\\
m_{S}^{2} & =\frac{1}{12}\left(a_{0}-4 a_{1}-4 a_{2}\right) \tag{2.81}
\end{align*}
$$

In order to arrive at the final expression (2.77) we have used the Bianchi identities to eliminate terms containing $\stackrel{\circ}{R}_{\mu \nu \rho \sigma} \epsilon^{\alpha \nu \rho \sigma}$ and express $\stackrel{\circ}{R}_{\mu \nu \rho \sigma} \stackrel{\circ}{R}^{\mu \rho \nu \sigma}=\frac{1}{2} \stackrel{\circ}{R}_{\mu \nu \rho \sigma} \stackrel{\circ}{R}^{\mu \nu \rho \sigma}$. We have also dropped the Gauss-Bonnet invariant of the Levi-Civita connection and the total derivative $\varepsilon_{\mu \nu \alpha \beta} \mathcal{S}^{\mu \nu} \mathcal{T}^{\alpha \beta}$. Moreover, we have made a few integrations by parts and used the commutator of covariant derivatives. Let us point out that the parameter $b_{1}$ does not play any role and can be freely fixed since it simply corresponds to the irrelevant Gauss-Bonnet coupling constant.

The Lagrangian 2.77 has some interesting characteristics. Indeed, if we look at the pure trace sector $T_{\mu}$, we see that it does not contain non-minimal couplings. This is an accidental property in four dimensions. To show this fact more explicitly, we shall give the Lagrangian for the pure trace sector in an arbitrary dimension $d \geq 4$

$$
\begin{align*}
& \mathcal{L}_{T}^{d}=-\frac{d-2}{(d-1)^{2}}\left(\frac{d-2}{2} \kappa-\beta\right) \mathcal{T}_{\mu \nu} \mathcal{T}^{\mu \nu}+\frac{1}{2} m_{T}^{2}(d) T^{2} \\
& +b_{1} \frac{(d-4)(d-3)(d-2)}{(d-1)^{3}}\left[\left(T^{4}-4 T^{2} \stackrel{\circ}{\nabla}_{\mu} T^{\mu}\right)+4 \frac{d-1}{d-2} \stackrel{\circ}{G}_{\mu \nu} T^{\mu} T^{\nu}\right] \tag{2.82}
\end{align*}
$$

with

$$
\begin{equation*}
m_{T}^{2}(d)=\frac{2}{1-d}\left[(d-2) a_{0}-2 a_{1}+a_{2}+(1-d) a_{3}\right] . \tag{2.83}
\end{equation*}
$$

Indeed, all the interactions trivialise ${ }^{11}$ in $d=4$ dimensions. It is remarkable however that in (2.82) the non-gauge-invariant derivative interaction $T^{2} \stackrel{\circ}{\mu}_{\mu} T^{\mu}$ is of the vectorGalileon type, and the non-minimal coupling is only to the Einstein tensor, which is precisely one of the very few ghost-free couplings to the curvature for a vector field (see e.g. [59]). The obtained result agrees with the findings in [147, 148] where a general connection determined by a vector field that generates both torsion and non-metricity was considered.

Let us now return our attention to the full vector Lagrangian (2.77). Unlike the torsion trace, the axial component $S_{\mu}$ shows very worrisome terms that appear in the three following ways:

[^9]- The perhaps most evidently pathological term is $\left(\nabla_{\nabla} S^{\mu}\right)^{2}$ that introduces a ghostly d.o.f. associated to the temporal component $S_{0}$, because it clearly makes this temporal component propagate. We shall get rid of it by imposing $\beta=3 b_{2}$. This constraint has already been found in the literature in order to guarantee a stable spectrum on Minkowski.
- The non-minimal couplings to the curvature are also known to lead to ghostly d.o.f.'s [149-152]. The presence of these instabilities shows in the metric field equations where again the temporal component of the vector will enter with second derivatives, hence revealing its problematic dynamics. As mentioned above, an exception is the coupling to the Einstein tensor that avoids generating second time derivatives of the temporal component due to its divergenceless property. For this reason we have explicitly separated the non-minimal coupling to the Einstein tensor in (2.77). It is therefore clear that we need to impose the additional constraint $\beta=0$ to guarantee the absence ghosts, which, in combination with the above condition $\beta=3 b_{2}$, results in $\beta=b_{2}=0$.
- Furthermore, there are other interactions in 2.77) with a generically pathological character schematically given by $S^{2} \nabla T$ and $S T \nabla S$. Although these may look like safe vector Galileon-like interactions, actually the fact that they contain both sectors makes them dangerous. This can be better understood by introducing Stückelberg fields and taking an appropriate decoupling limit, so we effectively have $T_{\mu} \rightarrow \partial_{\mu} T$ and $S_{\mu} \rightarrow \partial_{\mu} S$ with $T$ and $S$ the scalar and pseudo-scalar Stückelbergs. The interactions in this limit become of the form $(\partial S)^{2} \partial^{2} T$ and $\partial T \partial S \partial^{2} T$ that, unlike the pure Galileon interactions, generically give rise to higher-order equations of motion and, therefore, Ostrogradski instabilities. Nevertheless, we can see that the avoidance of this pathological behaviour does not introduce new constraints on the parameters, since the coefficients in front of them in (2.77) are already zero if we take into account the two previous stability considerations.

The extra constraint $\beta=0$ conforms the crucial obstruction for stable PGTs. This new constraint genuinely originates from the quadratic curvature interactions in the PGT Lagrangian. Such interactions in the Lagrangian induce the non-minimal couplings between the axial sector and the graviton, as well as the problematic non-gauge-invariant derivative interactions. Also, this constraint cannot be obtained from a perturbative analysis on a Minkowski background because, in that case, these interactions will only enter at cubic and higher orders so that the linear analysis is completely oblivious to it.

We can see that the stability conditions not only remove the obvious pathological interactions mentioned before, but they actually eliminate all the interactions and
only leave the free quadratic part

$$
\begin{equation*}
\left.\mathcal{L}_{\mathrm{v}}\right|_{b_{2}, \beta=0}=-\frac{2}{9} \kappa \mathcal{T}_{\mu \nu} \mathcal{T}^{\mu \nu}+\frac{1}{2} m_{T}^{2} T^{2}+\frac{1}{72} \kappa \mathcal{S}_{\mu \nu} \mathcal{S}^{\mu \nu}+\frac{1}{2} m_{S}^{2} S^{2} \tag{2.84}
\end{equation*}
$$

where we see that the kinetic terms for $T_{\mu}$ and $S_{\mu}$ have the same normalisation but with opposite signs, hence leading to the unavoidable presence of a ghost. Therefore, the only stable possibility is to exactly cancel both kinetic terms. Consequently, the entire vector sector becomes non-dynamical.

Now that we have shown that the vector sector must trivialise in stable PGTs, we can return to the full torsion scenario by including the pure tensor sector $q^{\rho}{ }_{\mu \nu}$. Instead of using the general decomposition (2.68), it is more convenient to work with the torsion directly for our purpose here. We can perform the post-Riemannian decomposition for the theories with a stable vector sector to obtain

$$
\begin{equation*}
\mathcal{L}_{\text {stable }}=a_{0} \stackrel{\circ}{R}+b_{1} \mathcal{G}+a_{1} T_{\mu \nu \rho} T^{\mu \nu \rho}+a_{2} T_{\mu \nu \rho} T^{\nu \rho \mu}+a_{3} T_{\mu} T^{\mu} . \tag{2.85}
\end{equation*}
$$

The first term is just the usual Einstein-Hilbert Lagrangian, modulated by $a_{0}$, while the second term corresponds to the topological Gauss-Bonnet invariant for a connection with torsion, so we can safely drop it in four dimensions and, consequently, the first two terms in the above expression simply describe GR. The rest of the expression clearly shows the non-dynamical nature of the full torsion so that having a stable vector sector also eliminates the dynamics for the tensor component, therefore making the full connection an auxiliary field. We can then integrate the connection out and, similarly to the Einstein-Cartan theories, the resulting effect will be the generation of interactions for fermions that couple to the axial part of the connection. From an Effective Field Theory perspective, the effect will simply be a shift in the corresponding parameters of those interactions with no observable physical effect whatsoever.

## Explicit cosmological example

At this point we think it is interesting to work out a specific example, since that will help us show how the ghosts appear and rederive the same conclusions in a concrete simplified situation. The study of particular situations is important to guarantee the absence of hidden constraints that could secretly render the theory stable even if the Lagrangian contains dangerous-looking operators, like the ones present in the axial vector sector. In this respect, we need to bear in mind that worrisome terms can be generated from perfectly healthy interactions via field redefinitions (see e.g.
the related discussion in $\lceil 153 \mid$ ), or that the coupling between the propagating d.o.f. could ameliorate the ghostly behaviour presumed by the presence of higher-order derivatives [154-156]. Therefore, we must make sure that the terms arising in the quadratic PGTs do not correspond to some obscure formulation of well-behaved theories. There is no obvious reason to expect any such mechanism at work for PGTs and in fact we shall demonstrate that if we do not impose the constraints obtained above the temporal component of the axial vector propagates, even in a very simple setup.

In order to prove the dynamical nature of the ghost mode $S_{0}$, we will consider a homogeneous vector sector, meaning that it only depends on time, in a cosmological background described by the flat FLRW metric ${ }^{122}$

$$
\begin{equation*}
\mathrm{d} s^{2}=a^{2}(t)\left(-\mathrm{d} t^{2}+\mathrm{d} \vec{x}^{2}\right) \tag{2.86}
\end{equation*}
$$

The tensor sector is kept trivial so that we only have to care about the vector components. It is straightforward to see from 2.77 that $T_{0}$ is always an auxiliary field, since it does not exhibit any dinamics. To calculate its equation of motion we shall assume that the spatial part of the vectors is aligned with the $z$ direction, that is $T_{\mu}=\left(T_{0}, 0,0, T_{z}\right)$ and $S_{\mu}=\left(S_{0}, 0,0, S_{z}\right)$. Having this in mind we find that $\frac{\delta S}{\delta T_{0}}=0$ implies

$$
\begin{align*}
& {\left[-27 m_{T}^{2} a^{2}+2\left(\beta-3 b_{2}\right) S_{0}+\frac{2}{3} \beta S_{z}^{2}\right] T_{0}+\frac{2}{3}\left(9 b_{2}-4 \beta\right) S_{0} \vec{S} \cdot \vec{T}} \\
& +6\left(3 b_{2}-\beta\right) H S_{0}^{2}-2 \beta H \vec{S}^{2}+\frac{3}{2}\left(3 b_{2}-2 \beta\right)\left(S_{0}^{2}\right)^{\prime}+\frac{\beta}{2}\left(\vec{S}^{2}\right)^{\prime}=0 \tag{2.87}
\end{align*}
$$

where the prime represents the derivative with respect to time and $H=\frac{a^{\prime}(t)}{a(t)}$ is the so-called Hubble parameter. We can then solve for $T_{0}$ in the previous expression and integrate it out from the action. After performing a few integrations by parts, we can compute the corresponding Hessian from the resulting Lagrangian, which is defined as follows

$$
\begin{equation*}
\mathcal{H}_{i j}=\frac{\delta \mathcal{S}_{\mathrm{B}}}{\delta \dot{X}_{i} \delta \dot{X}_{j}} . \tag{2.88}
\end{equation*}
$$

The Hessian of a system is quite important since it allows us to determine the presence of constraints. In particular, if the determinant of the Hessian matrix is different from zero there will not be additional constraints between the variables that have been chosen to calculate the Hessian. In our case, the variables will be

[^10]$\vec{X}=\left(S_{0}, T_{z}, S_{z}\right)$, and the resulting Hessian is
\[

\mathcal{H}_{i j}=\left($$
\begin{array}{ccc}
\lambda_{1} & \tilde{\lambda} & 0  \tag{2.89}\\
\tilde{\lambda} & \lambda_{2} & 0 \\
0 & 0 & \frac{8}{9}(\kappa-\beta)
\end{array}
$$\right)
\]

where we have defined

$$
\begin{align*}
\lambda_{1} & =\frac{\beta-3 b_{2}}{6}+\frac{\left(3 b_{2}-2 \beta\right)^{2} S_{0}^{2}}{81 m_{T}^{2} a^{2}+6\left(3 b_{2}-\beta\right) S_{0}^{2}-2 \beta S_{z}^{2}}, \\
\lambda_{2} & =\frac{1}{18}\left[\beta-\kappa+\frac{81 m_{T}^{2} a^{2}+6\left(3 b_{2}-\beta\right) S_{0}^{2}}{81 m_{T}^{2} a^{2}+6\left(3 b_{2}-\beta\right) S_{0}^{2}-2 \beta S_{z}^{2}}\right]  \tag{2.90}\\
\tilde{\lambda} & =\frac{1}{3} \frac{\left(3 b_{2}-2 \beta\right) \beta}{81 m_{T}^{2} a^{2}+6\left(3 b_{2}-\beta\right) S_{0}^{2}-2 \beta S_{z}^{2}} S_{0} S_{z} .
\end{align*}
$$

In order to ensure the presence of constraints, so that $S_{0}$ is not an independent propagating d.o.f., we need to solve the equation $\operatorname{det} \mathcal{H}_{i j}=0$ for arbitrary values of the fields. By solving this equation we recover the conditions $\beta=b_{2}=0$ and the Hessian reduces to

$$
\mathcal{H}_{i j}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & -\frac{1}{18} \kappa & 0 \\
0 & 0 & \frac{8}{9} \kappa
\end{array}\right)
$$

that is trivially degenerate and ensures a non-propagating $S_{0}$. Moreover, we also see the ghostly nature of either $T_{\mu}$ or $S_{\mu}$ since the non-vanishing eigenvalues have opposite signs. These results indeed confirm the conclusions reached above from the study of the vector sector stability.

### 2.3.3 Constructing stable Poincaré Gauge theories

The precedent subsection has been devoted to showing the presence of ghosts in general quadratic PGTs. Although this is a drawback for generic theories, we will now show how to avoid the presence of the discussed instabilities by following different routes. In particular, we will show specific classes of ghost-free theories and how to stabilise the vector sector in the general PGT by adding suitable operators of the same dimensionality as those already present in the quadratic PGTs.

## $R^{2}$ theories

Here we shall study the stability when we restrict the quadratic curvature sector to be exactly the square of the Ricci scalar of the full connection, i.e. $R^{2}$. This theory will
evidently have the $\stackrel{\circ}{R}^{2}$-limit at vanishing torsion, but it avoids the ghostly interactions that originate from the other Riemann contractions as we show in the following. Therefore, we set the parameters of the PGT 2.66) to $b_{2}=b_{3}=b_{4}=b_{5}=b_{6}=0$ and $b_{1} \neq 0$, so we will consider the particular PG Lagrangian

$$
\begin{equation*}
\mathcal{L}=a_{0} R+a_{1} T_{\mu \nu \rho} T^{\mu \nu \rho}+a_{2} T_{\mu \nu \rho} T^{\nu \rho \mu}+a_{3} T_{\mu} T^{\mu}+b_{1} R^{2} . \tag{2.91}
\end{equation*}
$$

The matter content of this Lagrangian is the graviton plus a scalar field (which is the $0^{+}$mode of the PG action). Its non-pathological behaviour was already found in [126, 157] by analysing its well-posedness and Hamiltonian structure. Our approach here will confirm these results by a different procedure and will give further insights. The idea is to rewrite the Lagrangian (2.91) in a way where we can see explicitly the additional scalar. As usual, we start by performing a Legendre transformation in order to recast the Lagrangian above in the more convenient form

$$
\begin{equation*}
\mathcal{L}=a_{0} \varphi+b_{1} \varphi^{2}+\chi(R-\varphi)+\frac{1}{2} m_{T}^{2} T^{2}+\frac{1}{2} m_{S}^{2} S^{2} \tag{2.92}
\end{equation*}
$$

where we have introduced the non-dynamical fields $\chi$ and $\varphi$ and we have neglected the pure tensor sector $q^{\alpha}{ }_{\mu \nu}$ for the moment, although we will come back to its relevance later. Using the field equation for $\chi$ we can recover the original Lagrangian, while the equation for $\varphi$ yields

$$
\begin{equation*}
\varphi=\frac{\chi-a_{0}}{2 b_{1}} \tag{2.93}
\end{equation*}
$$

that gives $\varphi$ as a function of $\chi$. We can now use the post-Riemannian expansion of the Ricci scalar, given by

$$
\begin{equation*}
R=\stackrel{\circ}{R}+\frac{1}{24} S^{2}-\frac{2}{3} T^{2}+2 \stackrel{\circ}{\nabla}_{\mu} T^{\mu} \tag{2.94}
\end{equation*}
$$

in order to express the Lagrangian in the following suitable form

$$
\begin{equation*}
\mathcal{L}=\chi\left(\stackrel{\circ}{R}+\frac{1}{24} S^{2}-\frac{2}{3} T^{2}+2 \stackrel{\circ}{\nabla}_{\mu} T^{\mu}\right)-\frac{\left(\chi-a_{0}\right)^{2}}{4 b_{1}}+\frac{1}{2} m_{T}^{2} T^{2}+\frac{1}{2} m_{S}^{2} S^{2} . \tag{2.95}
\end{equation*}
$$

The equation for the axial part imposes $S_{\mu}=0$, while the trace part yields

$$
\begin{equation*}
T_{\mu}=\frac{2 \partial_{\mu} \chi}{m_{T}^{2}-\frac{4}{3} \chi} \tag{2.96}
\end{equation*}
$$

which indeed shows that $T_{\mu}$ can only propagate a scalar ${ }^{13}$ since the trace vector can be expressed as $T_{\mu}=\partial_{\mu} \tilde{\chi}$ with

$$
\begin{equation*}
\tilde{\chi}=-\frac{3}{2} \log \left|3 m_{T}^{2}-4 \chi\right| . \tag{2.97}
\end{equation*}
$$

[^11]The theory is then equivalently described by the action

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{4} x \sqrt{-g}\left[\chi \stackrel{\circ}{R}-\frac{2(\partial \chi)^{2}}{m_{T}^{2}-\frac{4}{3} \chi}-\frac{\left(\chi-a_{0}\right)^{2}}{4 b_{1}}\right] \tag{2.98}
\end{equation*}
$$

which reduces to a simple scalar-tensor theory of a generalised Brans-Dicke type with a field-dependent Brans-Dicke parameter

$$
\begin{equation*}
\omega_{\mathrm{BD}}(\chi)=\frac{2 \chi}{m_{T}^{2}-\frac{4}{3} \chi} \tag{2.99}
\end{equation*}
$$

The previous reasoning can be extended to arbitrary $f(R)$ extensions of PGTs, the only difference with respect to 2.98 being the specific form of the potential for $\chi$. An interesting feature of the resulting Lagrangian is the singular character of the massless limit $m_{T}^{2} \rightarrow 0$ that gives $\omega_{\mathrm{BD}}\left(m_{T}^{2} \rightarrow 0\right)=-3 / 2$, exactly the value that makes the scalar field non-dynamical. This is also the case for the Palatini formulation of $f(R)$ theories where the scalar is non-dynamical (see e.g. [159] and references therein). For any other value of the mass, the scalar field is fully dynamical . We can see this in detail by performing the following conformal transformation $\tilde{g}_{\mu \nu}=\frac{2 \chi}{M_{\mathrm{Pl}}^{2}} g_{\mu \nu}$, that brings the action (2.98) into the Einstein frame

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{4} x \sqrt{-\tilde{g}}\left[a_{0} \tilde{R}-\frac{3 m_{T}^{2} a_{0}}{2 \chi^{2}\left(m_{T}^{2}-\frac{4}{3} \chi\right)}(\partial \chi)^{2}-\frac{a_{0}}{4 b_{1}}\left(1-\frac{a_{0}}{\chi}\right)^{2}\right] \tag{2.100}
\end{equation*}
$$

In this frame it becomes apparent that the scalar $\chi$ loses its kinetic term for $m_{T}^{2}=0$. This feature can be related to the breaking of a certain conformal symmetry by the mass term. If we perform a conformal transformation of the metric together with a projective transformation of the torsion ${ }^{14}$ given by

$$
\begin{equation*}
g_{\mu \nu} \rightarrow \mathrm{e}^{2 \Omega} g_{\mu \nu}, \quad T_{\mu} \rightarrow T_{\mu}+3 \partial_{\mu} \Omega \tag{2.101}
\end{equation*}
$$

with $\Omega$ being an arbitrary function, we have that the Ricci scalar transforms as $R \rightarrow$ $e^{-2 \Omega} R$. Consequently, we have that the only term in the Lagrangian 2.95) that is not invariant under the above transformations, supplemented with $\chi \rightarrow e^{-2 \Omega} \chi$, is the mass term ${ }^{15}$. Thus, for $m_{T}^{2}=0$, the fact that the torsion is given in terms of the gradient of $\chi$ together with the discussed symmetry allows to completely remove the kinetic terms for $\chi$ by means of a conformal transformation. The mass however

[^12]breaks this symmetry and, consequently, we recover the dynamical scalar described by 2.100. Furthermore, the mass $m_{T}^{2}$ also determines the region of ghost freedom for the theory. If $m_{T}^{2}>0$ we have an upper bound for the scalar field that must satisfy $\chi<\frac{3}{4} m_{T}^{2}$ in order to avoid the region where it becomes a ghost. On the other hand, if $m_{T}^{2}<0$, the scalar field is confined to the region $\chi>\frac{3}{4} m_{T}^{2}$. For the potential to be bounded from below we only need to have $b_{1}>0$. These conditions have been summarised in Table 2.1

It is worth noticing that the absence of ghosts in the $R^{2}$-theories is due to the removal of the Maxwell kinetic terms for the vector sector, hence avoiding its propagation. By inspection of the Ricci scalar (2.94) we see that only the trace $T_{\mu}$ enters with derivatives and only through the divergence $\nabla_{\mu} T^{\mu}$. As it is well-known this is precisely the dual of the usual Maxwell-like kinetic term for the dual 3-form field so the theory can be associated to a massive 3-form which propagates one do ${ }^{16}$. This dof can be identified with the scalar that we have found. Just like the $U(1)$ gauge symmetry of the Maxwell terms is crucial for the stability of vector theories, the derivative term $\stackrel{\circ}{\nabla}_{\mu} T^{\mu}$ has the symmetry $T^{\mu} \rightarrow T^{\mu}+\epsilon^{\mu \nu \rho \sigma} \partial_{\nu} \theta_{\rho \sigma}$ for an arbitrary $\theta_{\rho \sigma}$ that plays a crucial role for guaranteeing the stability of the theories. Of course, this symmetry is inherited from the gauge symmetry of the dual 3-form.

Let us finally highlight that the inclusion of the tensor sector $q^{\rho}{ }_{\mu \nu}$ does not change the final result because one can check that, similarly to the axial part, it only enters as an auxiliary field whose equation of motion imposes $q^{\alpha}{ }_{\mu \nu}=0$. To see this more clearly, we can give the full post-Riemannian expansion of the Ricci scalar including the tensor piece

$$
\begin{equation*}
R=\stackrel{\circ}{R}+\frac{1}{24} S^{2}-\frac{2}{3} T^{2}+2 \stackrel{\circ}{\nabla}_{\mu} T^{\mu}+\frac{1}{2} q_{\mu \nu \rho} q^{\mu \nu \rho} . \tag{2.102}
\end{equation*}
$$

It is clear then that the contribution of the tensor part to the Lagrangian 2.95) gives rise to the equation of motion $\chi q_{\mu \nu \rho}=0$ which, for $\chi \neq 0$, trivialises the tensor component. The same will apply to theories described by an arbitrary function $f(R)$ so one can safely neglect the tensor sector for those theories as well.

## Holst square theories

We have just seen how to obtain a non-trivial quadratic PG theory that propagates an extra scalar, and how this can be ultimately related to the absence of Maxwelllike terms for the vector sector. We can then ask whether there is some non-trivial healthy theory described by (2.77) where the scalar is associated to the axial vector rather than to the trace. The answer is indeed affirmative, and in order to prove

[^13]such a result we simply need to impose the vanishing of the Maxwell kinetic terms that results in the following conditions
\[

$$
\begin{equation*}
\kappa=0 \quad \text { and } \quad \beta=0 \tag{2.103}
\end{equation*}
$$

\]

Imposing these conditions, performing a few integrations by parts and dropping the Gauss-Bonnet term, the Lagrangian then reads

$$
\begin{align*}
\mathcal{L}_{\text {Holst }}= & a_{0} \stackrel{\circ}{R}+\frac{1}{2} m_{T}^{2} T^{2}+\frac{1}{2} m_{S}^{2} S^{2} \\
& +\alpha\left[\left(\stackrel{\circ}{\nabla}_{\mu} S^{\mu}\right)^{2}-\frac{4}{3} S_{\mu} T^{\mu} \stackrel{\circ}{\nabla}_{\nu} S^{\nu}+\frac{4}{9}\left(S_{\mu} T^{\mu}\right)^{2}\right] \tag{2.104}
\end{align*}
$$

with $\alpha \equiv-\frac{b_{2}}{4}$. It is clear that we now obtain the same structure as in the $R^{2}$ case but now for the axial part. This is not an accidental property, and it can be derived from the relation of the resulting Lagrangian with the Holst term ${ }^{[77}$ [165, 166] that is given by $\mathcal{H} \equiv \epsilon^{\mu \nu \rho \sigma} R_{\mu \nu \rho \sigma}$ and whose post-Riemannian expansion is

$$
\begin{equation*}
\mathcal{H}=\frac{2}{3} S_{\mu} T^{\mu}-\stackrel{\circ}{\nabla}_{\mu} S^{\mu} \tag{2.105}
\end{equation*}
$$

where we have used that $\epsilon^{\mu \nu \rho \sigma} \stackrel{\circ}{R}_{\mu \nu \rho \sigma}=0$ by virtue of the Bianchi identities. Thus, it is obvious that the Lagrangian can be expressed as

$$
\begin{equation*}
\mathcal{L}_{\text {Holst }}=a_{0} \stackrel{\circ}{R}+\frac{1}{2} m_{T}^{2} T^{2}+\frac{1}{2} m_{S}^{2} S^{2}+\alpha \mathcal{H}^{2} . \tag{2.106}
\end{equation*}
$$

This particular PG theory was identified in [157] as an example of a theory with dynamical torsion described by a scalar with a well-posed initial value problem. We will understand the nature of this scalar by following an analogous aproach to the $R^{2}$ theories. For that purpose, we first introduce an auxiliary field $\phi$ to rewrite (2.106) as

$$
\begin{equation*}
\mathcal{L}_{\text {Holst }}=a_{0} \stackrel{\circ}{R}+\frac{1}{2} m_{T}^{2} T^{2}+\frac{1}{2} m_{S}^{2} S^{2}-\alpha \phi^{2}+2 \alpha \phi \epsilon^{\mu \nu \rho \sigma} R_{\mu \nu \rho \sigma} . \tag{2.107}
\end{equation*}
$$

We see that the resulting equivalent Lagrangian corresponds to the addition of a Holst term where the Barbero-Immirzi parameter acts as a pseudo-scalar field. As we shall show now, this pseudo-scalar is dynamical and corresponds to the $0^{-}$mode in the PG Lagrangian identified in [157]. The massless theory with $m_{T}^{2}=m_{S}^{2}=$ 0 and without the $\phi^{2}$ potential has been considered in extensions of GR inspired

[^14]by Loop Quantum Gravity [167, 168]. At this moment, we can introduce the postRiemannian expansion 2.105 into the Lagrangian, obtaining
\[

$$
\begin{equation*}
\mathcal{L}_{\mathrm{Holst}}=a_{0} \stackrel{\circ}{R}+\frac{1}{2} m_{T}^{2} T^{2}+\frac{1}{2} m_{S}^{2} S^{2}-\alpha \phi^{2}+2 \alpha \phi\left(\frac{2}{3} S_{\mu} T^{\mu}-\stackrel{\circ}{\nabla}_{\mu} S^{\mu}\right) \tag{2.108}
\end{equation*}
$$

\]

The correspondent equations for $S^{\mu}$ and $T^{\mu}$ are

$$
\begin{align*}
m_{S}^{2} S_{\mu}+\frac{4 \alpha \phi}{3} T_{\mu}+2 \alpha \partial_{\mu} \phi & =0  \tag{2.109}\\
m_{T}^{2} T_{\mu}+\frac{4 \alpha \phi}{3} S_{\mu} & =0 \tag{2.110}
\end{align*}
$$

respectively. For $m_{T}^{2} \neq q^{[8]}$ we can algebraically solve these equations as

$$
\begin{align*}
T_{\mu} & =-\frac{4 \alpha \phi}{3 m_{T}^{2}} S_{\mu}  \tag{2.111}\\
S_{\mu} & =-\frac{2 \alpha \partial_{\mu} \phi}{m_{S}^{2}-\left(\frac{4 \alpha \phi}{3 m_{T}}\right)^{2}} \tag{2.112}
\end{align*}
$$

that we can plug into the Lagrangian to finally obtain

$$
\begin{equation*}
\mathcal{L}_{\text {Holst }}=a_{0} \stackrel{\circ}{R}-\frac{2 \alpha^{2}}{m_{S}^{2}-\left(\frac{4 \alpha \phi}{3 m_{T}}\right)^{2}}(\partial \phi)^{2}-\alpha \phi^{2} \tag{2.113}
\end{equation*}
$$

This equivalent formulation of the theory where all the auxiliary fields have been integrated out explicitly shows the presence of a propagating pseudo-scalar field. The parity invariance of the original Lagrangian translates into a $\mathbb{Z}_{2}$ symmetry in the pseudo-scalar sector. The obtained result is also valid for theories described by an arbitrary function of the Holst term, where the effect of considering different functions leads to different potentials for the pseudo-scalar $\phi$.
Moreover, we can see how including the pure tensor part $q^{\rho}{ }_{\mu \nu}$ into the picture does not change the conclusions because it contributes to the Holst term as

$$
\begin{equation*}
\mathcal{H}=\frac{2}{3} S_{\mu} T^{\mu}-\stackrel{\circ}{\nabla}_{\mu} S^{\mu}+\frac{1}{2} \epsilon_{\alpha \beta \mu \nu} q_{\lambda}{ }^{\alpha \beta} q^{\lambda \mu \nu} . \tag{2.114}
\end{equation*}
$$

This shows that $q_{\rho \mu \nu}$ only enters as an auxiliary field whose equation of motion trivialises it, as it occurs for the $R^{2}$ case.

[^15]At this moment, let us point out how the appearance of a (pseudo-)scalar could have been expected by using the relation of the Holst term with the Nieh-Yan topological invariant $\mathcal{N}$, that is given by

$$
\begin{equation*}
\mathcal{N} \equiv \epsilon^{\mu \nu \rho \sigma}\left(R_{\mu \nu \rho \sigma}-\frac{1}{2} T^{\alpha}{ }_{\mu \nu} T_{\alpha \rho \sigma}\right) . \tag{2.115}
\end{equation*}
$$

In a Riemann-Cartan spacetime it is easy to show that this term is nothing but the total derivative $\mathcal{N}=-\stackrel{\circ}{\nabla}_{\mu} S^{\mu}$. The remarkable property of this invariant is that it is linear in the curvature so its square must belong to the class of parity preserving quadratic PG theories, even though $\mathcal{N}$ itself breaks parity. Then, as it happens with other invariants like the Gauss-Bonnet one, including a general non-linear dependence on the invariant is expected to give rise to dynamical scalar modes. In standard Riemannian geometries for example, the inclusion of an arbitrary function of the Gauss-Bonnet invariant results in a highly non-trivial scalar field with Horndeski interactions [169].

The stability constraints on the parameters can now be obtained very easily. From (2.113) we can realise that $\alpha$ must be positive to avoid having an unbounded potential from below. On the other hand, the condition to prevent $\phi$ from being a ghost depends on the signs of $m_{S}^{2}$ and $m_{T}^{2}$, which are not defined by any stability condition so far. We can distinguish the following possibilities:

- $m_{S}^{2}>0$ : We then need to have $1-\left(\frac{4 \alpha \phi}{3 m_{T} m_{S}}\right)^{2}>0$. For $m_{T}^{2}<0$ this is always satisfied, while for $m_{T}^{2}>0$ there is an upper bound for the value of the field given by $|\phi|<\left|\frac{3 m_{S} m_{T}}{4 \alpha}\right|$.
- $m_{S}^{2}<0$ : The ghost-freedom condition is now $1-\left(\frac{4 \alpha \phi}{3 m_{T} m_{S}}\right)^{2}<0$, which can never be fulfilled if $m_{T}^{2}>0$. If $m_{T}^{2}<0$ we instead have the lower bound $|\phi|>\left|\frac{3 m_{S} m_{T}}{4 \alpha}\right|$.

For a better visualisation we have summarised these ghost-free conditions in Table 2.1. We can gain a better intuition on the dynamics of the pseudo-scalar by canonically normalising it. For that purpose we introduce a new field $\hat{\phi}$ defined by

$$
\begin{equation*}
\hat{\phi}=\frac{2 \alpha}{\sqrt{m_{S}^{2}}} \int \frac{\mathrm{~d} \phi}{\sqrt{1-\left(\frac{4 \alpha \phi}{3 m_{T} m_{S}}\right)^{2}}} \tag{2.116}
\end{equation*}
$$

Again, depending on the sign of $m_{S}^{2}$ we have two cases

- For $m_{S}^{2}>0$ we obtain

$$
\begin{equation*}
\phi(\hat{\phi})=\frac{3 m_{T} m_{S}}{4 \alpha} \sin \left(\frac{2 \hat{\phi}}{3 m_{T}}\right) \tag{2.117}
\end{equation*}
$$

in terms of which the Lagrangian for the pseudo-scalar reads

$$
\begin{equation*}
\left.\mathcal{L}_{\hat{\phi}}\right|_{m_{S}^{2}>0}=-\frac{1}{2}(\partial \hat{\phi})^{2}-V(\hat{\phi}), \tag{2.118}
\end{equation*}
$$

with $V(\hat{\phi})=\alpha \phi^{2}(\hat{\phi})$. We can see how the shape of the potential crucially depends on the sign of $m_{T}^{2}$. If $m_{T}^{2}>0$ we have the following oscillatory potential

$$
\begin{equation*}
V(\hat{\phi})=\frac{9 m_{T}^{2} m_{S}^{2}}{16 \alpha} \sin ^{2}\left(\frac{2 \hat{\phi}}{3 m_{T}}\right), \quad m_{S}^{2}>0, m_{T}^{2}>0 \tag{2.119}
\end{equation*}
$$

which has a discrete symmetry $\hat{\phi} \rightarrow \hat{\phi}+\frac{3}{2} n m_{T} \pi$ with $n \in \mathbb{Z}$ arising from the original upper bound of $\phi$. Notice that the field redefinition (2.117) guarantees the ghost-free condition $|\phi| \leq\left|\frac{3 m_{T} m_{S}}{4 \alpha}\right|$.
For $m_{T}^{2}<0$ the potential takes instead the form

$$
\begin{equation*}
V(\hat{\phi})=\frac{9\left|m_{T}^{2}\right| m_{S}^{2}}{16 \alpha} \sinh ^{2}\left(\frac{2 \hat{\phi}}{3\left|m_{T}\right|}\right), \quad m_{S}^{2}>0, m_{T}^{2}<0 . \tag{2.120}
\end{equation*}
$$

- On the other hand, for $m_{S}^{2}<0$, we neccesarily need to have $m_{T}^{2}<0$ to avoid ghosts, and the integral 2.116 gives

$$
\begin{equation*}
\phi= \pm \frac{3\left|m_{T} m_{S}\right|}{4 \alpha} \cosh \left(\frac{4 \hat{\phi}}{3\left|m_{T}\right|}\right) \tag{2.121}
\end{equation*}
$$

where we have fixed the integration constant so that the origin of $\hat{\phi}$ corresponds to the lower bound for $|\phi|$. The Lagrangian for the canonically normalised field is given by

$$
\begin{equation*}
\left.\mathcal{L}_{\hat{\phi}}\right|_{m_{S}^{2}<0}=-\frac{1}{2}(\partial \hat{\phi})^{2}-\frac{9 m_{T}^{2} m_{S}^{2}}{16 \alpha} \cosh ^{2}\left(\frac{2 \hat{\phi}}{3\left|m_{T}\right|}\right), \quad m_{S}^{2}<0, m_{T}^{2}<0 . \tag{2.122}
\end{equation*}
$$

In all cases, it is straightforward to analyse the corresponding solutions by simply looking at the shape of the corresponding potential. In particular, we see that the small-field regime gives an approximate quadratic potential so, provided the mass is sufficiently large ${ }^{[19}$, the coherent oscillations of the pseudo-scalar can give rise to dark matter [170-173] as the misalignment mechanism for axions [174] or the Fuzzy

[^16]Dark Matter models [175]. A similar mechanism was explored in [176] within pure $R^{2}$ gravity. On the other hand, it is also possible to generate large-field inflationary scenarios or dark energy models if the field slowly rolls down the potential at field values sufficiently far from the minimum.

One important difference with respect to the $R^{2}$ theories discussed earlier is that here we have obtained the Lagrangian for the pseudo-scalar already in the Einstein frame, while this was only achieved after performing a conformal transformation to disentangle the scalar field from the Einstein-Hilbert term for the $R^{2}$ theories. Hence, while the scalar couples directly to matter in the Einstein frame through a conformal metric for the $R^{2}$ theories, the pseudo-scalar field of the Holst square theories does not. This could be useful for dark matter and/or dark energy models because they could easily evade local gravity constraints. Actually, the obtained effective potential for the pseudo-scalar field allows for both accelerating cosmologies (that could be used for dark energy or inflation) and dark matter dominated universes.

Nevertheless, we have to take into account that Dirac fermions do couple to the axial part of the connection (see e.g. [121, 177]). A consequence of this kind of coupling coupling is that we would expect to have the dual of the hypermomentum $\Delta_{\mu}=\delta \mathcal{S} / \delta S^{\mu}$ entering on the r.h.s. of (2.109). This means that the solutions for $S_{\mu}$ and $T_{\mu}$ in 2.112) should include $\Delta_{\mu}$ so that the final Lagrangian 2.113 features the coupling between the pseudo-scalar $\phi$ and Dirac fermions. Since $\Delta_{\mu}$ in the equations can be simply generated by the replacement $2 \alpha \partial_{\mu} \phi \rightarrow 2 \alpha \partial_{\mu} \phi+\Delta_{\mu}$ in 2.109, the explicit computation of the interactions including the axial coupling to the fermions can be easily obtained by making the corresponding replacement in (2.113, namely

$$
\begin{equation*}
\mathcal{L}_{\mathrm{Holst}}=a_{0} \stackrel{\circ}{R}-\frac{\left(2 \alpha \partial_{\mu} \phi+\Delta_{\mu}\right)^{2}}{m_{S}^{2}-\left(\frac{4 \alpha \phi}{3 m_{T}}\right)^{2}}-\alpha \phi^{2} . \tag{2.123}
\end{equation*}
$$

We then obtain the usual four-point fermion interactions given by $\Delta^{2}$ that are also generated in e.g. Einstein-Cartan gravity plus a derivative coupling of the pseudoscalar to the axial current $\Delta_{\mu}$ carried by the fermions. Interestingly, this derivative coupling can yield to an effective mass for the fermion that depends on the evolution of the pseudo-scalar. Therefore, it is worth noting the possibility that this scenario offers for a natural framework to have dark energy and / or dark matter interacting with neutrinos that could result in some interesting phenomenologies for their cosmological evolution. On the other hand, these couplings could also give rise to natural reheating mechanisms within inflationary models.

[^17]|  | Scalar $\chi$ |  |  | Pseudo-scalar $\phi$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $b_{1}>0$ |  | $m_{S}^{2}>0$ | $m_{S}^{2}<0$ |  |
| $m_{T}^{2}>0$ | $\chi<\frac{3}{4} m_{T}^{2}$ |  | $\|\phi\|<\left\|\frac{3 m_{S} m_{T}}{4 \alpha}\right\|$ | Ghost |  |
| $m_{T}^{2}<0$ | $\chi>\frac{3}{4} m_{T}^{2}$ |  | Healthy | $\|\phi\|>\left\|\frac{3 m_{S} m_{T}}{4 \alpha}\right\|$ |  |

Table 2.1: This table summarises the conditions to avoid ghosts for the scalar and the pseudo-scalar fields.

## The general healthy bi-scalar theory

For completeness, we shall analyse the theory that propagates simultaneously both the scalar and pseudo-scalar fields obtained above. It should be clear that the corresponding theory will be described by the Lagrangian

$$
\begin{equation*}
\mathcal{L}=a_{0} R+\frac{1}{2} m_{T}^{2} T^{2}+\frac{1}{2} m_{S}^{2} S^{2}+b_{1} R^{2}+\alpha \mathcal{H}^{2} . \tag{2.124}
\end{equation*}
$$

The matter content of this Lagrangian is indeed the graviton plus the $0^{+}$and $0^{-}$ modes present in the PG action. We will proceed analogously to the previous cases, that is by introducing auxiliary fields, but we shall overlook the unnecessary details. The transformed Lagrangian in the post-Riemannian expansion can then be written as

$$
\begin{align*}
\mathcal{L}= & \mathcal{U}(\chi, \phi)+\chi \stackrel{\circ}{R}+\frac{1}{2} M_{T}^{2}(\chi) T^{2}+\frac{1}{2} M_{S}^{2}(\chi) S^{2}+\frac{4}{3} \alpha \phi S_{\mu} T^{\mu} \\
& -2 T^{\mu} \partial_{\mu} \chi+2 \alpha S^{\mu} \partial_{\mu} \phi, \tag{2.125}
\end{align*}
$$

where we have defined

$$
\begin{equation*}
\mathcal{U}(\chi, \phi)=-\frac{\left(\chi-a_{0}\right)^{2}}{4 b_{1}}-\alpha \phi^{2}, \quad M_{T}^{2}=m_{T}^{2}-\frac{4}{3} \chi \quad \text { and } \quad M_{S}^{2}=m_{S}^{2}+\frac{1}{12} \chi . \tag{2.126}
\end{equation*}
$$

We can rewrite the Lagrangian 2.125 in a more compact and useful way by using matrices as

$$
\begin{equation*}
\mathcal{L}=\mathcal{U}(\chi, \phi)+\chi \stackrel{\circ}{R}+\frac{1}{2} \vec{Z}^{t} \hat{M} \vec{Z}+\vec{Z}^{t} \cdot \vec{\Phi} \tag{2.127}
\end{equation*}
$$

with $\vec{Z}^{t}=\left(T_{\mu}, S_{\mu}\right), \vec{\Phi}^{t}=\left(-2 \partial_{\mu} \chi, 2 \alpha \partial_{\mu} \phi\right)$ and

$$
\hat{M}=\left(\begin{array}{cc}
M_{T}^{2}(\chi) & \frac{4}{3} \alpha \phi  \tag{2.128}\\
\frac{4}{3} \alpha \phi & M_{S}^{2}(\chi)
\end{array}\right) .
$$

The equations for $S^{\mu}$ and $T^{\mu}$ can then be expressed as

$$
\begin{equation*}
\hat{M} \vec{Z}=-\vec{\Phi} \Longrightarrow \vec{Z}=-\hat{M}^{-1} \vec{\Phi} \tag{2.129}
\end{equation*}
$$

where the inverse of $\hat{M}$ given by

$$
\hat{M}^{-1}=\frac{1}{M_{S}^{2}(\chi) M_{T}^{2}(\chi)-\left(\frac{4}{3} \alpha \phi\right)^{2}}\left(\begin{array}{cc}
M_{S}^{2}(\chi) & -\frac{4}{3} \alpha \phi  \tag{2.130}\\
-\frac{4}{3} \alpha \phi & M_{T}^{2}(\chi)
\end{array}\right)
$$

By plugging this solution into the Lagrangian 2.127 we finally obtain

$$
\begin{equation*}
\mathcal{L}=\mathcal{U}(\chi, \phi)+\chi \stackrel{\circ}{R}-\frac{1}{2} \vec{\Phi}^{t} \hat{M}^{-1} \vec{\Phi} \tag{2.131}
\end{equation*}
$$

It is quite clear that, as we have already pointed out, the theory describes two propagating scalars. At this stage, we can undo the above compact form of the Lagrangian to make everything more explicit

$$
\begin{equation*}
\mathcal{L}=\chi \stackrel{\circ}{R}+6 \frac{3 M_{S}^{2}(\chi)(\partial \chi)^{2}+3 \alpha^{2} M_{T}^{2}(\chi)(\partial \phi)^{2}-8 \alpha^{2} \phi \partial_{\mu} \phi \partial^{\mu} \chi}{(4 \alpha \phi)^{2}-9 M_{S}^{2}(\chi) M_{T}^{2}(\chi)}+\mathcal{U}(\chi, \phi) \tag{2.132}
\end{equation*}
$$

It is easy to see that, as expected, this Lagrangian reduces to 2.98 for $\phi=0$ and to 2.113) for $\chi=0$ (except for the Einstein-Hilbert term that should be added). Of course, the general discussions for the $R^{2}$ and Holst square theories also apply to the present case. We observe in (2.132) that the scalar $\chi$ exhibits a non-minimal coupling that can be removed by means of the same conformal transformation as before $\tilde{g}_{\mu \nu}=\frac{\chi}{a_{0}} g_{\mu \nu}$. After performing this transformation to the Einstein frame the Lagrangian 2.132 reads

$$
\begin{align*}
\mathcal{L}= & a_{0} \tilde{R}-\left[1-\frac{12 M_{S}^{2}(\chi)}{(4 \alpha \phi)^{2}-9 M_{S}^{2}(\chi) M_{T}^{2}(\chi)}\right](\partial \chi)^{2} \\
& +\frac{6 a_{0}}{\chi} \frac{3 \alpha^{2} M_{T}^{2}(\chi)(\partial \phi)^{2}-8 \alpha^{2} \phi \partial_{\mu} \phi \partial^{\mu} \chi}{(4 \alpha \phi)^{2}-9 M_{S}^{2}(\chi) M_{T}^{2}(\chi)}+\left(\frac{a_{0}}{\chi}\right)^{2} \mathcal{U}(\chi, \phi) . \tag{2.133}
\end{align*}
$$

Once again, the conformal transformation will couple $\chi$ directly to matter through the conformal metric, while the pseudo-scalar $\phi$ couples only to the axial fermionic current given by the dual of the corresponding hypermomentum. The same reasoning used to obtain (2.123) applies here, so this axial coupling eventually generates couplings achievable via the replacement $2 \alpha \partial_{\mu} \phi \rightarrow 2 \alpha \partial_{\mu} \phi+\Delta_{\mu}$ in (2.133). Notice that additional couplings between $\chi$ and fermions will be generated by this mechanism. The resulting Lagrangian 2.133 resembles a two dimensional non-linear sigma model [178], with the following target space metric

$$
h_{i j}(\chi, \phi)=\frac{2 M_{\mathrm{Pl}}^{2}}{\chi}\left(\begin{array}{cc}
\frac{3}{4}+\frac{1}{\chi}\left(\hat{M}^{-1}\right)_{11} & \alpha\left(\hat{M}^{-1}\right)_{12}  \tag{2.134}\\
\alpha\left(\hat{M}^{-1}\right)_{12} & \alpha^{2}\left(\hat{M}^{-1}\right)_{22}
\end{array}\right) .
$$

Nevertheless, this resemblance is only formal at this point due to the pseudo-scalar nature of $\phi$. The ghost-free conditions are obtained by imposing the positivity of the eigenvalues of this metric, whose expressions are more involved in this case because of the couplings between both scalars. A much simpler condition can be obtained by computing the determinant

$$
\begin{equation*}
\operatorname{det} h_{i j}=\frac{4 a_{0}^{2} \alpha^{2}}{\chi^{3}} \frac{3 M_{T}^{2}(\chi)+4 \chi}{M_{S}^{2}(\chi) M_{T}^{2}(\chi)-\left(\frac{4}{3} \alpha \phi\right)^{2}}>0 \tag{2.135}
\end{equation*}
$$

which clearly is a necessary condition to guarantee ghost-freedom, although it is not sufficient. Moreover, having $\operatorname{det} h_{a b}=0$ will determine the degenerate cases where the phase space is reduced. This happens trivially for $\alpha=0$, that corresponds to the pure $R^{2}$ theory. The pure Holst square limit is more complicated to obtain because the conformal transformation becomes singular for $\chi=0$. We shall not explore further the general bi-scalar theory, although it should be clear that such theories will contain a much richer structure due to its enlarged phase space.

We will end our discussion by explicitly showing how our results can be extended to theories described by a general function of $R$ and $\mathcal{H}$. For that, let us then consider the following Lagrangian

$$
\begin{equation*}
\mathcal{L}=F(R, \mathcal{H}, T, S, q) \tag{2.136}
\end{equation*}
$$

where $F$ is some arbitrary scalar function. In addition, for the sake of generality, we have allowed an arbitrary dependence on the torsion invariants as well. The Lagrangian can be recast as

$$
\begin{equation*}
\mathcal{L}=F(\tilde{\chi}, \tilde{\phi}, T, S, q)+\chi(R-\tilde{\chi})+\phi(\mathcal{H}-\tilde{\phi}) \tag{2.137}
\end{equation*}
$$

where we have introduced a set of auxiliary fields, following the same reasoning as in all the previous cases. The equations for $\tilde{\chi}$ and $\tilde{\phi}$ allow to express these fields in terms of the rest of fields. Therefore, we can write

$$
\begin{align*}
\mathcal{L}= & \mathcal{U}(\chi, \phi, T, S, q)+\chi\left(\stackrel{\circ}{R}+\frac{1}{24} S^{2}-\frac{2}{3} T^{2}+2 \stackrel{\circ}{\nabla}_{\mu} T^{\mu}+\frac{1}{2} q_{\mu \nu \rho} q^{\mu \nu \rho}\right) \\
& +\phi\left(\frac{2}{3} S_{\mu} T^{\mu}-\stackrel{\circ}{\nabla}_{\mu} S^{\mu}+\frac{1}{2} \epsilon_{\alpha \beta \mu \nu} q_{\lambda}^{\alpha \beta} q^{\lambda \mu \nu}\right), \tag{2.138}
\end{align*}
$$

where the potential $\mathcal{U}$ already includes the effects of integrating out $\tilde{\chi}$ and $\tilde{\phi}$. Again, we see that the pure tensor sector only enters as an auxiliary field so we can also integrate it out to finally express the Lagrangian 2.138 as

$$
\begin{equation*}
\mathcal{L}=\tilde{\mathcal{U}}(\chi, \phi, T, S)+\chi \stackrel{\circ}{R}-2 T^{\mu} \partial_{\mu} \chi+S^{\mu} \partial_{\mu} \phi \tag{2.139}
\end{equation*}
$$

where $\tilde{\mathcal{U}}$ contains all the terms without derivatives. This Lagrangian resembles (2.125) with the only difference that the non-derivative terms are different. We can then proceed analogously by integrating out the vector sector $T_{\mu}$ and $S_{\mu}$ by solving their equations of motion

$$
\begin{align*}
\frac{\partial \tilde{\mathcal{U}}}{\partial T^{\mu}}-2 \partial_{\mu} \chi & =0  \tag{2.140}\\
\frac{\partial \tilde{\mathcal{U}}}{\partial S^{\mu}}+\partial_{\mu} \phi & =0 \tag{2.141}
\end{align*}
$$

that will give $T_{\mu}=T_{\mu}(\chi, \phi, \partial \chi, \partial \phi)$ and $S_{\mu}=S_{\mu}(\chi, \phi, \partial \chi, \partial \phi)$. By plugging these solutions back in the Lagrangian 2.139 we finally arrive at the explicit bi-scalar theory, but now with more involved interactions that will depend on the specific function $F$ describing the Lagrangian. If we include couplings to fermions, we can use the same trick as before to take such inclusion into account.

## Adding dimension 4 operators

We have studied how to constrain the parameters in order to remove the ghosts of the quadratic PGTs. We shall at this point discuss how to avoid the ghosts by extending the Lagrangian in a suitable form. For this purpose, it is worth noting that the constructed quadratic theory (2.66) contains up to dimension 4 torsion terms that come from the curvature squared terms. It would then seem natural to include all the operators up to that dimensionality. For instance, since the Riemann squared terms generate quartic interactions for the torsion, there seems not to be a reason why they should not be included from the construction of the theory, apart from following the usual Yang-Mills approach. If we do allow for all the operators up to dimension four, there are many additional torsion terms that one could add. Particularly, we can include the operators $\mathcal{T}_{\mu \nu} \mathcal{T}^{\mu \nu}$ and $\mathcal{S}_{\mu \nu} \mathcal{S}^{\mu \nu}$ modulated by arbitrary coefficients. With the addition of these terms, it is trivial to see that the unavoidable ghostly nature of the vector sector concluded above by removing dangerous nonminimal couplings is resolved. Moreover, since these are just standard Maxwell terms, they will tackle the ghosts issue without introducing new potentially pathological interactions for the vector sector and affecting the pure tensor sector.

Once the presence of arbitrary dimension 4 operators is allowed, we can also include other phenomenologically interesting interactions. In particular, we can add non-minimal couplings that do not spoil the stabilisation achieved by including the already mentioned Maxwell terms. For instance, we can introduce interactions that mix the curvature and the torsion. Generically, these interactions will be pathological. However, there is a class of operators that gives rise to non-pathological
non-minimal couplings for the vector sector. That is the case of $G_{\mu \nu} T^{\mu} T^{\nu}$, which generates the following couplings in the post-Riemannian expansion

$$
\begin{equation*}
\mathcal{L} \supset \stackrel{\circ}{G}_{\mu \nu} T^{\mu} T^{\nu}-T^{2} \stackrel{\circ}{\nabla}_{\mu} T^{\mu}+\frac{1}{3} T^{4}-\frac{1}{144} S^{2} T^{2}-\frac{1}{72}\left(S_{\mu} T^{\mu}\right)^{2} \tag{2.142}
\end{equation*}
$$

Such a class of Lagrangians includes the non-minimal coupling to the Einstein tensor and a vector-Galileon term for the vector trace. Nevertheless, one would need to take into account that, if the tensor piece is included, some other worrisome terms will also enter which could potentially jeopardise the stability of the vector sector.

### 2.4 Chapter conclusions and outlook

In this section we shall expose the main results of this chapter and outline the possible applications. Within this chapter we have first introduced the mathematical foundations of any gravitational theory, and showed with explicit examples that there is no physical reason to assume a priori that the Levi-Civita connection is the affine structure of the spacetime.

In the second section we have explained how one can construct physical theories by imposing the invariance of the action under local symmetries, which is known as the gauge procedure. Using such a procedure we have constructed the gravitational gauge theory of the translation group, which is TEGR, and the gauge theory of the Poincaré group, PG gravity.

Finally, in section 2.3. we have studied the stability of the latter theory, showing that only the two scalar modes present in the general PG Lagrangian can propagate safely. We then give details of the possible PG theories that can be considered using those two scalars. We also comment that by introducing dimension 4 torsion terms in the Lagrangian could allow the propagation of the vector modes without introducing any pathological behaviour.

Based on the previous results it will be of interest to study the cosmological and astrophysical solutions of the stable PG theories. As a matter of fact, in the next chapter we will study, among other things, the possible black-hole solutions of such stable scenarios. Moreover, another application of the findings of the current chapter can be seen in chapter 4 , where the local limit of the proposed non-local theory contains suitable 4 dimensional torsion terms in the Lagrangian, hence allowing the stable propagation of the vector modes

## Chapter 3

## Phenomenology of Poincaré Gauge Theories

Since the inception of Poincaré Gauge gravity, the different attempts to extend the properties and theorems of GR have been quite an active field. Paradigmatic examples include the study of singularities [179-183], the Birkhoff theorem [184-186], existence of exact solutions [187-192], cosmological models [193-198], the motion of particles [199, 200] and, as we have already studied, the analysis of their stability [124-127, 201-203]. In this chapter we will present our results in different aspects of the aforementioned phenomenology, and shall be structured as follows.

In the previous chapter we mentioned that the axial vector of the torsion couples to the internal spin of fermions, i.e. half-spin particles. This clearly induces a nongeodesical behaviour, which we shall calculate in Section 3.1, based on the work P3 The fact that the fermions do not follow geodesics makes us think that they could escape somehow from the spacetime singularities, since the classical singularity theorems are formulated in terms of null and timelike geodesics. In Section 3.2, based on results presented in P1 and P5 we shall show how such a scenario is not possible for spacetimes with a black hole regions of any dimension. Consequently, in Section 3.3 we will study what kind of black-hole solutions we can expect in PG gravity by exploring the Birkhoff and no-hair theorems in different scenarios. This latter section is based on $\mathbf{P 2}$

### 3.1 Fermion dynamics

Due to the coupling of the axial vector part of the torsion $S^{\mu}$ with the internal spin of fermions, it is clear that these particles would move along timelike curves that are not geodesics. While there is consensus on this fact, there is still an ongoing debate on which is the actual trajectory that they follow. Here we shall outline the most relevant ones (for a comprehensive review $c f$. [199]):

- In 1971, Ponomariev [204] proposed that the test particles will move along autoparallels (curves in which the velocity is parallel transported along itself with the total connection). Although there was no reason given, surprisingly this has been a recurrent proposal in the subsequent literature [205, [206].
- Hehl [207], also in 1971, obtained the equation of motion using the energymomentum conservation law, in the single-point approximation, i.e. only taking into account first order terms. He also pointed out that torsion could be measured by using half-spin particles.
- In 1981, Audretsch [208] analysed the movement of a Dirac electron in a spacetime with torsion. He employed the WKB approximation, and obtained the same results as Rumpf had obtained two years earlier via an unconventional quantum mechanical approach [209]. It was with this article that the coupling between spin and torsion was understood.
- In 1991, Nomura, Shirafuji and Hayashi [210] computed the equations of motion by the application of the Mathisson-Papapetrou method to expand the energy-momentum conservation law. They obtained the equations at first order, which are the ones that Hehl had already calculated, but also made the second order approximation, finding the same spin precession as Audretsch.

In the following, we shall focus on Audretsch's approach, since it is the only procedure that takes into account the quantum mechanical nature of fermions.

### 3.1.1 WKB approximation

In this subsection we will outline the work of Audretsch in [208], where the precession of spin and the trajectories of fermionic particles in theories with torsion were calculated. In order to do so, we shall start with the Dirac field equation of a fermionic field minimally coupled to torsion

$$
\begin{equation*}
i \hbar\left(\gamma^{\mu} \nabla_{\mu} \Psi+\frac{1}{4} K_{[\mu \nu \rho]} \gamma^{\mu} \gamma^{\nu} \gamma^{\rho} \Psi\right)-m \Psi=0, \tag{3.1}
\end{equation*}
$$

where $K_{\mu \nu \rho}$ is the contortion tensor that we introduced in the previous chapter, and the $\gamma^{\alpha}$ are the modified gamma matrices, related to the standard ones via the vierbein

$$
\begin{equation*}
\gamma^{\alpha}=e^{\alpha}{ }_{a} \gamma^{a}, \tag{3.2}
\end{equation*}
$$

and $\Psi$ is a general spinor state. It is clearly observed that the contribution of the torsion to the Dirac equation is proportional to the totally antisymmetric part of the torsion tensor, i.e. the axial vector $S^{\mu}$. Consequently, using the contortion expression (2.25) and the torsion decomposition (2.68), we can rewrite the Dirac equation 3.1) as

$$
\begin{equation*}
i \hbar\left(\gamma^{\mu} \stackrel{\circ}{\nabla}_{\mu} \Psi+\frac{1}{24} \varepsilon_{\mu \nu \rho \sigma} S^{\sigma} \gamma^{\mu} \gamma^{\nu} \gamma^{\rho} \Psi\right)-m \Psi=0 \tag{3.3}
\end{equation*}
$$

This implies that a torsion field with vanishing antisymmetric component, which is commonly known as an inert torsion field, will not couple to the fermions.
Given the fact that there is no analytical solution to Equation 3.3, we need to make approximations in order to solve it. As it is usual in Quantum Mechanics, we can make use of the WKB expansion to obtain simpler versions of this equation. Following this procedure, we can expand the general spinor as

$$
\begin{equation*}
\Psi(x)=\mathrm{e}^{i \frac{G(x)}{\hbar}}(-i \hbar)^{n} a_{n}(x), \tag{3.4}
\end{equation*}
$$

where we have used the Einstein sum convention (with $n$ going from zero to infinity). Moreover, we have assumed that $G(x)$ is real and $a_{n}(x)$ are spinors.
As any approximation, it has a limited range of validity. In this case, we can use it as long as $R^{-1} \gg \lambda_{B}$, where $\lambda_{B}$ is the de Broglie wavelength of the particle. This specific inequality expresses the fact that we cannot apply the mentioned approximation in presence of strong gravitational fields and that we cannot consider highly relativistic particles.

By plugging the WKB expansion (3.4 into the Dirac equation (3.3) we can obtain the expressions for the zero and first order in $\hbar$, namely

$$
\begin{equation*}
\left(\gamma^{\mu} \stackrel{\circ}{\nabla}_{\mu} G+m\right) a_{0}(x)=0 \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\gamma^{\mu} \stackrel{\circ}{\nabla}_{\mu} G+m\right) a_{1}(x)=-\gamma^{\mu} \stackrel{\circ}{\nabla}_{\mu} a_{0}-\frac{1}{24} \varepsilon_{\mu \nu \rho \sigma} S^{\sigma} \gamma^{\mu} \gamma^{\nu} \gamma^{\rho} a_{0} \tag{3.6}
\end{equation*}
$$

We shall assume that the four-momentum $p^{\mu}$ of the fermions is orthogonal to the surfaces of constant $G(x)$, and introduce it as

$$
\begin{equation*}
p_{\mu}=-\stackrel{\circ}{\nabla}_{\mu} G=-\partial_{\mu} G \tag{3.7}
\end{equation*}
$$

At this point, the reader might be thinking that the choice in (3.7) is an arbitrary decision. In fact, it is not, as we shall prove in the following. It is clear that at the lowest order of $\hbar$, where the internal spin of particles does not play any role, the fermions should move following geodesics. Then, the Dirac equation at order zero (3.5) needs to be the equation of a geodesic (2.12). Indeed, if we make use of 3.7) in (3.5) we find

$$
\begin{equation*}
\left(\gamma^{\mu} p_{\mu}-m\right) a_{0}(x)=0, \tag{3.8}
\end{equation*}
$$

which clearly implies that

$$
\begin{equation*}
p_{\mu} p^{\mu}=m^{2}, \tag{3.9}
\end{equation*}
$$

commonly known as the Hamilton-Jacobi equation. Acordingly, the four-velocity $u^{\mu}$ of the fermion at this order will be given by

$$
\begin{equation*}
u_{\mu}=\frac{1}{m} p_{\mu}=-\frac{1}{m} \partial_{\mu} G, \tag{3.10}
\end{equation*}
$$

and upon the use of Equation (3.9) we obtain the property

$$
\begin{equation*}
u_{\mu} u^{\mu}=1 \tag{3.11}
\end{equation*}
$$

Then, taking into account the two previous expressions we can arrive at

$$
\begin{align*}
u^{\mu} \stackrel{\circ}{\nabla}_{\mu} u_{\nu} & =-\frac{1}{m} u^{\mu} \stackrel{\circ}{\nabla}_{\mu} \stackrel{\circ}{\nabla}_{\nu} G=-\frac{1}{m} u^{\mu} \stackrel{\circ}{\nabla}_{\nu} \stackrel{\circ}{\nabla}_{\mu} G=u^{\mu} \stackrel{\circ}{\nabla}_{\nu} u_{\mu} \\
& =\stackrel{\circ}{\nabla}_{\nu}\left(u^{\mu} u_{\mu}\right)-u^{\mu} \stackrel{\circ}{\nabla}_{\nu} u_{\mu}=-u^{\mu} \stackrel{\circ}{\nabla}_{\nu} u_{\mu} . \tag{3.12}
\end{align*}
$$

Finally, since the equation is equal to something and its negative it means the necessarily we have that

$$
\begin{equation*}
u^{\mu} \stackrel{\circ}{\nabla}_{\mu} u_{\nu}=0 \tag{3.13}
\end{equation*}
$$

which it is precisely the geodesic equation.
Now that we have clarified the behaviour of the lowest order it is time to explore the first order in $\hbar$, where the coupling of the axial vector of the torsion with the fermion plays a crucial role. For the explicit calculations we shall refer the reader to [208]. Here we will just give the definitions and obtain the main results. In order to see how the internal spin of the fermion precesses along its trajectory we have considered the spin density tensor to be defined as

$$
\begin{equation*}
S^{\mu \nu}=\frac{\bar{\Psi} \sigma^{\mu \nu} \Psi}{\bar{\Psi} \Psi} \tag{3.14}
\end{equation*}
$$

where the $\sigma^{\mu \nu}$ are the modified spin matrices, given by

$$
\begin{equation*}
\sigma^{\alpha \beta}=\frac{i}{2}\left[\gamma^{\alpha}, \gamma^{\beta}\right] . \tag{3.15}
\end{equation*}
$$

Then, we can obtain the spin vector from this density

$$
\begin{equation*}
s^{\mu}=\frac{1}{2} \varepsilon^{\mu \nu \alpha \beta} u_{\nu} S_{\alpha \beta}, \tag{3.16}
\end{equation*}
$$

Using the WKB expansion, we can write the lowest order of the spin vector as

$$
\begin{equation*}
s_{0}^{\mu}=\bar{b}_{0} \gamma^{5} \gamma^{\mu} b_{0} \tag{3.17}
\end{equation*}
$$

where $b_{0}$ is the $a_{0}$ spinor but normalised.
With the previous definitions, we can then compute the evolution of the spin vector

$$
\begin{equation*}
u^{\nu} \stackrel{\circ}{\nabla}_{\nu} s_{0}^{\mu}=\frac{1}{2} \varepsilon^{\mu \nu \rho \sigma} S_{\sigma} s_{0 \rho} u_{\nu} \tag{3.18}
\end{equation*}
$$

On the other hand, the calculation of the acceleration of the particle, i.e. the deviation from geodesical movement, comes from the splitting of the Dirac current via the Gordon decomposition and from the identification of the velocity with the normalised convection current. Then, it can be shown that the non-geodesical behaviour is governed by the following expression for the four-acceleration

$$
\begin{equation*}
a_{\mu}=v^{\varepsilon} \stackrel{\circ}{\nabla}_{\varepsilon} v_{\mu}=\frac{\hbar}{4 m_{e}} \widetilde{R}_{\mu \nu \alpha \beta} \bar{b}_{0} \sigma^{\alpha \beta} b_{0} v^{\nu}, \tag{3.19}
\end{equation*}
$$

where $\widetilde{R}_{\mu \nu \alpha \beta}$ refers to the intrinsic part of the Riemann tensor associated with the totally antisymmetric component of the torsion tensor:

$$
\begin{equation*}
\widetilde{\Gamma}^{\lambda}{ }_{\mu \nu}=\stackrel{\circ}{\Gamma}^{\lambda}{ }_{\mu \nu}-\frac{1}{2} \varepsilon^{\lambda}{ }_{\mu \nu \sigma} S^{\sigma} . \tag{3.20}
\end{equation*}
$$

Unlike most of the literature presented at the beginning of the section, the expression (3.19) does not have an explicit contortion term coupled to the spin density tensor, hence all the torsion information is encrypted into the mentioned part of the Riemann tensor. Finally, it is worth noting that the standard case of GR is naturally recovered for inert torsion, as expected.

### 3.1.2 Explicit workout example

In this subsection we shall provide an example of the non-geodesical behaviour of an electron around a Reissner-Nordström black-hole sourced by torsion instead of the usual electromagnetic charge. Our results will show that having a strong torsion field would make the difference between the electron trajectory and the geodesics evident, despite being modulated by $\hbar$.

The mentioned Reissner-Nordström solution comes from the following PG gravity vacuum action [190, 211]:

$$
\begin{align*}
S=\frac{1}{16 \pi} \int \mathrm{~d}^{4} x \sqrt{-g} & {\left[-\stackrel{\circ}{R}+\frac{d_{1}}{2} R_{\lambda \rho \mu \nu} R^{\mu \nu \lambda \rho}-\frac{d_{1}}{4} R_{\lambda \rho \mu \nu} R^{\lambda \rho \mu \nu}\right.} \\
& \left.-\frac{d_{1}}{2} R_{\lambda \rho \mu \nu} R^{\lambda \mu \rho \nu}+d_{1} R_{\mu \nu}\left(R^{\mu \nu}-R^{\nu \mu}\right)\right] \tag{3.21}
\end{align*}
$$

with the exact metric of the solution given by

$$
\begin{equation*}
\mathrm{d} s^{2}=f(r) \mathrm{d} t^{2}-\frac{1}{f(r)} \mathrm{d} r^{2}-r^{2}\left(\mathrm{~d} \theta^{2}+\sin ^{2} \theta \mathrm{~d} \varphi^{2}\right) \tag{3.22}
\end{equation*}
$$

where

$$
\begin{equation*}
f(r)=1-\frac{2 m}{r}+\frac{d_{1} \kappa^{2}}{r^{2}} \tag{3.23}
\end{equation*}
$$

where $m$ is the BH mass and $\kappa$ is a scalar charge sourced by torsion. For the rest of this subsection we shall consider $d_{1}=1$, which simplifies the computations while not compromising the generality of the result.
In order to calculate the non-geodesical behaviour of the electron we need to have the values of the non-vanishing torsion components, namely

$$
\left\{\begin{array}{l}
T_{t r}^{t}=a(r)=\frac{\dot{f}(r)}{2 f(r)},  \tag{3.24}\\
T_{t r}^{r}=b(r)=\frac{\dot{f}(r)}{2}, \\
T_{t \theta_{i}}{ }^{\theta_{i}}=c(r)=\frac{f(r)}{2 r}, \\
T_{r \theta_{i}}^{\theta_{i}}=g(r)=-\frac{1}{2 r}, \\
T_{t \theta_{i}}{ }^{\theta_{j}}=e^{a \theta_{j}} e_{\theta_{i}}^{b} \varepsilon_{a b} d(r)=e^{a \theta_{j}} e_{\theta_{i}}^{b} \varepsilon_{a b} \frac{\kappa}{r}, \\
T_{r \theta_{i}}{ }^{\theta_{j}}=e^{a \theta_{j}} e_{\theta_{i}}^{b} \varepsilon_{a b} h(r)=-e^{a \theta_{j}} e_{\theta_{i}}^{b} \varepsilon_{a b} \frac{\kappa}{r f(r)}
\end{array}\right.
$$

where $i, j=1,2$ with $i \neq j$, and we have made the identification $\left\{\theta_{1}, \theta_{2}\right\}=\{\theta, \varphi\}$. Moreover, $\varepsilon_{a b}$ is the Levi-Civita symbol for 2 dimensions, and the $\operatorname{dot}{ }^{\cdot}$ represents the derivative with respect to the radial coordinate $r$.
Now, with the components of the metric and the torsion tensors, we can calculate the modified connection and therefore the Riemann tensor of Equation (3.19), in order to obtain the acceleration. Moreover, we know that the $b_{0}$ and $\bar{b}_{0}$ are the lowest order
in $\hbar$ of the general spinor state $\Psi$. Hence, we can use the fact that the most general form of a positive energy solution of the Dirac equation for $b_{0}$ and $\bar{b}_{0}$ is [212]

$$
b_{0}=\left(\begin{array}{c}
\cos \left(\frac{\alpha}{2}\right)  \tag{3.25}\\
\mathrm{e}^{i \beta} \sin \left(\frac{\alpha}{2}\right) \\
0 \\
0
\end{array}\right), \quad \bar{b}_{0}=\left(\begin{array}{ccc}
\cos \left(\frac{\alpha}{2}\right), & \mathrm{e}^{-i \beta} \sin \left(\frac{\alpha}{2}\right), & 0, \\
0
\end{array}\right),
$$

where the angles $\alpha$ and $\beta$ give the direction of the spin of the particle at the lowest order in $\hbar$

$$
\begin{equation*}
\vec{n}=(\sin (\alpha) \cos (\beta), \quad \sin (\alpha) \sin (\beta), \quad \cos (\alpha)) \tag{3.26}
\end{equation*}
$$

Before calculating the acceleration, let us use this form of the spinor to calculate the corresponding spin vector. Using Equation (3.17) we have

$$
\begin{align*}
& \left(s_{0}\right)^{\mu}=\left(\begin{array}{c}
0 \\
-\sin (\alpha) \cos (\beta) \sqrt{f(r)} \\
-\frac{\sin (\alpha) \sin (\beta)}{r} \\
-\frac{\cos (\alpha) \csc (\theta)}{r}
\end{array}\right) \\
& \left(s_{0}\right)_{\mu}=\left(\begin{array}{ll}
0, & \left.\frac{\sin (\alpha) \cos (\beta)}{\sqrt{f(r)}}, r \sin (\alpha) \sin (\beta), \quad r \sin (\theta) \cos (\alpha)\right)
\end{array} .\right. \tag{3.27}
\end{align*}
$$

We are now ready to calculate the acceleration components for the Reissner-Nordström solution, which can be found in Appendix A It is worth mentioning that the only components of the torsion tensor which contribute to the acceleration are those related to the functions $d(r)$ and $h(r)$, which are precisely the ones that contribute to the axial vector of the torsion. This is important as a consistency check, because if we set the $\kappa$ constant to zero, the torsion tensor is inert, since the axial vector is zero, as it is expected.

The expressions for the four-acceleration components are complex and it is difficult to understand their behaviour intuitively. In this sense, it is interesting to study two relevant cases that simplify their interpretation:

- Low values of $\kappa$ :

If we consider a realistic physical implementation of this solution, in order to avoid naked singularities, we expect small values of the parameter $\xi=$ $\frac{\kappa}{m^{2}}$. Indeed, $\xi$ is the dimensionless parameter controlling the contribution of the torsion tensor in the four-acceleration. Therefore, we can see that it is a
good approximation to consider only up to first order in an expansion of the acceleration in terms of $\xi$. These results can be found in the Appendix A.1

- Asymptotic behaviour:

It is interesting to study what occurs in the asymptotic limit $r \rightarrow \infty$, in order to observe which is the leading term of the corresponding limit and compare its strength with other effects on the particle. We calculate the following:

$$
\begin{align*}
\lim _{r \rightarrow \infty} a^{t} & \simeq \frac{m^{2} \xi \hbar}{2 m_{e} r}\left(\sin (\alpha) \sin (\beta) \theta^{\prime}(s)+\sin (\theta) \cos (\alpha) \varphi^{\prime}(s)\right)  \tag{3.28}\\
\lim _{r \rightarrow \infty} a^{r} & \simeq \frac{m^{2} \xi \hbar}{2 m_{e} r}\left(\sin (\alpha) \sin (\beta) \theta^{\prime}(s)+\sin (\theta) \cos (\alpha) \varphi^{\prime}(s)\right)  \tag{3.29}\\
\lim _{r \rightarrow \infty} a^{\theta} & \simeq \frac{m \hbar}{2 m_{e} r^{3}}\left[-m \xi r^{\prime}(s)\left(\sin (\alpha) \sin (\beta)+m^{2} \xi \cos (\alpha)\right)\right. \\
& +m \xi t^{\prime}(s)\left(\sin (\alpha) \sin (\beta)+m^{2} \xi \cos (\alpha)\right) \\
& \left.-2 \sin (\alpha) \cos (\beta) \sin (\theta) \varphi^{\prime}(s)\right]  \tag{3.30}\\
\lim _{r \rightarrow \infty} a^{\varphi} & \simeq \frac{m \hbar \csc (\theta)}{2 m_{e} r^{3}}\left[m \xi r^{\prime}(s)\left(m^{2} \xi \sin (\alpha) \sin (\beta)-\cos (\alpha)\right)\right. \\
& +m \xi t^{\prime}(s)\left(\cos (\alpha)-m^{2} \xi \sin (\alpha) \sin (\beta)\right) \\
& \left.+2 \sin (\alpha) \cos (\beta) \theta^{\prime}(s)\right] . \tag{3.31}
\end{align*}
$$

Where we have used the viability condition (3.38), because as we shall see, it is a necessary condition for the semiclassical approximation.
We can observe in (3.28) and (3.29) that the time and radial components follow a $r^{-1}$ pattern, while the angular components follow a $r^{-3}$ behaviour. Hence, in the first two components the torsion effect goes asymptotically to zero at a lower rate than the strength provided by the conventional gravitational field. Conversely, in the angular ones, it approaches zero at a higher rate.

Going back to the general form of the four-acceleration components, given in Appendix A it is interesting to analyse the two components of the acceleration that are non-zero in GR, $a^{\theta}$ and $a^{\varphi}$, in order to adquire a deeper understanding. They read

$$
\begin{equation*}
\left.a^{\theta}\right|_{\kappa=0}=\frac{m \hbar \sin (\theta)}{2 m_{e} r^{3} \sqrt{1-\frac{2 m}{r}}}\left[\left(s_{0}\right)^{\varphi} r^{\prime}(s)+2\left(s_{0}\right)^{r} \varphi^{\prime}(s)\right], \tag{3.32}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.a^{\varphi}\right|_{\kappa=0}=\frac{m \hbar \csc (\theta)}{2 m_{e} r^{3} \sqrt{1-\frac{2 m}{r}}}\left[\left(s_{0}\right)^{\theta} r^{\prime}(s)+2\left(s_{0}\right)^{r} \theta^{\prime}(s)\right], \tag{3.33}
\end{equation*}
$$

where we have used the expression of the spin vector at the lowest order of $\hbar$ (3.27) to simplify the equations. As we can see, the two previous expressions are quite alike, and they can be made equal by establishing the substitutions $\sin (\theta) \leftrightarrow \csc (\theta)$, and $\varphi \leftrightarrow \theta$. For both of the expression (3.32) and (3.33) we observe that the spingravity coupling acts as a cross-product force (e.g. the magnetic force), in the sense that the acceleration is perpendicular to the direction of the velocity and the spin vector.
Now, to measure the torsion contribution in the acceleration we shall compare the acceleration for $\kappa=0$ and for arbitrary values of $\kappa$. In order to do so, we shall define a new dimensionless parameter as the fraction between the acceleration for a finite value of $\kappa$ and the one for $\kappa=0$

$$
\begin{equation*}
B^{\mu}(\kappa)=\frac{a^{\mu}}{\left.a^{\mu}\right|_{\kappa=0}} . \tag{3.34}
\end{equation*}
$$

As we have stated before, the viability condition (3.38) implies that

$$
\begin{equation*}
\cos (\alpha) \theta^{\prime}(s)-\sin (\alpha) \sin (\beta) \sin (\theta) \varphi^{\prime}(s)=0, \tag{3.35}
\end{equation*}
$$

so $\left.a^{t}\right|_{\kappa=0}$ and $\left.a^{r}\right|_{\kappa=0}$ would vanish identically. This means that the $B^{\mu}$ parameter can only be defined for the angular coordinates.
Let us explore two explicit examples:

- Example 1: we consider a BH of 24 solar masses and a particle located near the external event horizon in the $\theta=\pi / 2$ plane, at a radial distance of $2 m+\varepsilon$, where $\varepsilon=m / 10$. The position in $\varphi$ is irrelevant because the acceleration does not depend on this coordinate. We assume that the particle has radial velocity equal to 0.8 , and that the direction of the spin is in the $\varphi$ direction. The rest of the velocity components are zero except for $v^{t}=(8.8 \kappa+0.3)^{-1 / 2}$. It is clear from (3.32) and (3.33) that we can only calculate the relative acceleration in the $\theta$ direction, $B_{\theta}$.
- Example 2: in this case the BH mass and the position of the particle are the same. The velocity is in the $\theta$ direction, and has the same modulus as before. Again, the rest of the components are zero except for $v^{t}=1.3(8.8 \kappa+0.3)^{-1 / 2}$. The spin has only a radial component, therefore the acceleration would be in the $\varphi$ direction. Consequently, we can only calculate $B_{\varphi}$.

Both of them are shown in Figure 3.1, where we represent different components of $B^{\mu}$ in function of $\kappa$ for these two cases.

It is worthwhile to stress that there is nothing in the form of the metric or in the underlying theory that stops us from taking negative values of $\kappa$, in contrast with


Figure 3.1: We have considered a BH of 24 solar masses and a particle located near the external event horizon in the $\theta=\pi / 2$ plane, at a radial distance of $2 m+\varepsilon$, where $\varepsilon=m / 10$. The position in $\varphi$ is irrelevant because the acceleration does not depend on this coordinate. The $B_{\theta}$ line represents the Example 1, where we assume that the particle has radial velocity equal to 0.8 , and that the direction of the spin is in the $\varphi$ direction. The rest of the velocity components are zero except for $v^{t}=$ $(8.8 \kappa+0.3)^{-1 / 2}$. The $B_{\varphi}$ line represents Example 2, where the velocity is in the $\theta$ direction, and has the same modulus as before. Again, the rest of the components are zero except for $v^{t}=1.3(8.8 \kappa+0.3)^{-1 / 2}$.
the usual electromagnetic version of the solution. We can observe that as we take higher absolute values for $\kappa$ we find that the acceleration caused by the spacetime torsion opposite sign with respect to the one produced by the gravitational coupling, reaching significant differences for large $\kappa$. This is expected since we have chosen a large value for the coupling between spin and torsion.

At this time, we go one step further and calculate the trajectory of the particle, us-
ing Equation (3.19) and having in mind the spinor evolution equation 3.18), which can be rewritten as

$$
\begin{equation*}
v^{\mu} \tilde{\nabla}_{\mu} b_{0}=0 \tag{3.36}
\end{equation*}
$$

For the exact Reissner-Nordström geometry sourced by torsion, we find some interesting features. First, in order to maintain the semiclassical approximation and the positive energy associated with the spinor, two conditions must be fulfilled. On one hand we have

$$
\begin{equation*}
\dot{f}(r) \ll L f(r), \tag{3.37}
\end{equation*}
$$

where $L=3.3 \cdot 10^{-8} \mathrm{~m}^{-1}$, so that the derivative of $f(r)$ is at least two orders of magnitude below the value of $f(r)$ in the units we are using.
On the other hand, the second condition is

$$
\begin{equation*}
\left(\bar{b}_{0} \sigma^{r \beta} b_{0}\right) v_{\beta}=0 \tag{3.38}
\end{equation*}
$$

The first one, 3.37, is a consequence of the method that we are applying: if both curvature and torsion are strong then the interaction is also strong, and the WKB approximation fails. This is a purely metric condition, since it comes from the LeviCivita part of the Riemann tensor, so it will be the same for all the spherically symmetric solutions. The second one, (3.38), is the radial component of the so-called Pirani condition [213]. In order to obtain the trajectory, we have solved the equations (3.19) and 3.18) numerically for a BH with 24 solar masses and $\kappa=10$, with the electron located outside the external event horizon in the $\theta=\pi / 2$ plane. Furthermore, we have assumed that the electron has radial velocity of 0.9 and initial spin aligned in the $\varphi$ direction. The results obtained are given in Figure 3.2

It is worthwhile to stress that any difference from geodesical behaviour in the radial coordinate is an exclusive consequence of the torsion-spin coupling, with no presence of geometric terms provided by GR, in virtue of the dependence on $\kappa$ existing in the corresponding acceleration component. Indeed, it is possible to have situations under which the geodesic curves and the trajectories of fermionic particles are distanced due to this effect, even by starting at the same point. Nevertheless, it is not strong enough to avoid their entrance to the BH region, hence they present a singular behaviour.

In the next section we shall study if there exists the possibility for some particles of avoiding the spacetime singularities present in GR in theories endowed with a non-symmetric connection.


Figure 3.2: For this numerical computation we have considered a BH with 24 solar masses and $\kappa=10$, with the electron located outside the external event horizon in the $\theta=\pi / 2$ plane. We have assumed an electron with radial velocity of 0.9 and initial spin aligned in the $\varphi$ direction.

### 3.2 Singularities

Can spin avert singularities? This is a question that has been under study since Stewart and Hajicek proposed that the introduction of a torsion field, which one of its sources are half-spin particles, would lead to the avoidance of singularities in the spacetime [179]. Before exploring the different answers to this question, let us briefly review the concept of singularity in GR.

In a physical theory, a singularity is usually known as a "place" where some of the quantities used in the description of a dynamical system diverge. As an example, we can find this situation evaluating the Coulomb potential $V=K \frac{q}{r}$ at the point $r=0$. This kind of behaviour appears because the theory is either invalid in the considered region or we have assumed a simplification. In particular, in the previous example the singularity arises due to the fact that we are considering the charged particle as point-like and omitting the quantum effects.

Following this potential definition, in GR one might expect to observe singularities when certain components of the tensors describing the spacetime geometry diverge. This would mean that curvature is higher than $\frac{1}{l_{p}^{2}}$, where $l_{p}$ is the Planck length, so we need to have into account the quantum effects, which are not considered in this theory. However, there are situations where this behaviour is given as a result of the election of the coordinate system. This is the case of the "singularity" at $r=2 M$ in the Schwarzschild solution. For this reason, another criterion, proposed by Penrose [214], is used to define a spacetime singularity: geodesic incompleteness. The physical interpretation of this criterion is the existence of free falling observers that either appear or disappear out of nothing. This is clearly "strange" enough to consider it as a sufficient condition to ensure the occurrence of singularities.

In general, all singularity theorems follow the same pattern, made it explicit by Senovilla in [30]:

Theorem 3.2.1. (Pattern singularity "theorem"). If the spacetime satisfies:

1) A condition on the curvature tensor.
2) A causality condition.
3) An appropriate initial and/or boundary condition.

Then, there are null or timelike inextensible incomplete geodesics.
In order to answer if the introduction of new degrees of freedom in modified theories can avoid the appearance of singularities, one can study if the standard conditions exposed in this theorem may change in such a theory with respect to GR. In this sense, in the following we aim at showing, based in P1 that in a strongly asymptotically predictable spacetime the conditions for having a singular trajectory for any massive particle in theories with torsion are the same as in GR.

### 3.2.1 The singularity theorem

In order to review the singularity theorem in P1. we need to introduce some additional definitions. We know intuitively that the existence of incomplete null geodesics usually leads to the appearance of BHs, the latter may be understood as regions of the spacetime beyond which an inside observer cannot escape. This applies to all particles following any timelike and null curves, not just geodesics. This is known as the cosmic censorship conjecture, which was introduced by Penrose in 1969. It basically states that singularities cannot be naked, meaning that they cannot be seen by an outside observer. However, how can this concept be expressed mathematically? The answer lies in the concept of conformal compactification, which is defined as [215]

Definition 3.2.2. Let $(M, g)$ and $(\tilde{M}, \tilde{g})$ be two spacetimes. Then $(\tilde{M}, \tilde{g})$ is said to be a conformal compactification of $M$ if and only if the following properties are met:

1. $\tilde{M}$ is an open submanifold of $M$ with smooth boundary $\partial \tilde{M}=\mathcal{J}$. This boundary is commonly referred as conformal infinity.
2. There exists a smooth scalar field $\Omega$ on $\tilde{M}$, such that $\tilde{g}_{\mu \nu}=\Omega^{2} g_{\mu \nu}$ on $M$, and so that $\Omega=0$ and its gradient $d \Omega \neq 0$ on $\mathcal{J}$.

If additionally, every null geodesic in $\tilde{M}$ acquires a future and a past endpoint on $\mathcal{J}$, the spacetime $(\tilde{M}, \tilde{g})$ is denoted asymptotically simple. Moreover, if the Ricci tensor is zero in a neighbourhood of $\mathcal{J}$, the spacetime is said to be asymptotically empty.

In a conformal compactification, $\mathcal{J}$ is composed of two null hypersurfaces, $\mathcal{J}^{+}$ and $\mathcal{J}^{-}$, known as future null infinity and past null infinity, respectively.

In order to establish the definition of a BH , we need to introduce two additional concepts, namely [79]

Definition 3.2.3. A spacetime $(M, g)$ is said to be asymptotically flat if there is an asymptotically empty spacetime $\left(M^{\prime}, g^{\prime}\right)$ and a neighbourhood $\mathcal{U}^{\prime}$ of $\mathcal{J}^{\prime}$, such that $\mathcal{U}^{\prime} \cap M^{\prime}$ is isometric to an open set $\mathcal{U}$ of $M$.

Definition 3.2.4. Let $(M, g)$ be an asymptotically flat spacetime with conformal compactification $(\tilde{M}, \tilde{g})$. Then $M$ is called (future) strongly asymptotically predictable if there is an open region $\tilde{V} \subset \tilde{M}$, with $\overline{J^{-}\left(\mathcal{J}^{+}\right) \cap M} \subset \tilde{V}$, such that $\tilde{V}$ is globally hyperbolic.

This definition does not require the condition of endpoints of the null geodesics, meaning that these types of spacetimes can be singular. Nevertheless, if a spacetime is asymptotically predictable, then the singularities are not naked, i.e. they are not visible from $\mathcal{J}^{+}$.

At this time we are ready to present what we understand by a BH :
Definition 3.2.5. A strongly asymptotically predictable spacetime $(M, g)$ is said to contain a BH if $M$ is not contained in $J^{-}\left(\mathcal{J}^{+}\right)$. The BH region, $B$, is defined to be $B=M-J^{-}\left(\mathcal{J}^{+}\right)$and its boundary, $\partial B$, is known as the event horizon.

Intuitively, we think that a particle in a so-called closed trapped surface $\rrbracket^{1}$ cannot escape to $\mathcal{J}^{+}$, meaning that it is part of the BH region of the spacetime. Nevertheless, this is not true in general. In the next proposition, we establish the conditions that ensure the existence of BHs when we have a closed future trapped submanifold of arbitrary co-dimension

Proposition 3.2.6. Let $(M, g)$ be a strongly asymptotically predictable spacetime of dimension $n$, and $\Sigma$ a closed future trapped submanifold of arbitrary co-dimension $m$ in $M$. If the curvature condition ${ }^{2}$ holds along every future directed null geodesic emanating orthogonally from $\Sigma$, then $\Sigma$ cannot intersect $J^{-}\left(\mathcal{J}^{+}\right)$(i.e. $\Sigma$ is in the BH region $B$ of $M$ 3).

Proof. The proof can be found in P1
The reader might be wondering how the latter proposition is related to the actual singular behaviour of the different kind of particles.
From the minimal coupling procedure, it follows that particles without internal spin, which as we have seen are represented by scalar fields, do not feel torsion due to the fact that the covariant derivative of a scalar field is just its partial derivative. Also, since it is impossible to perform the minimally coupling prescription for the Maxwell's field preserving the $U(1)$ gauge invariance, the Maxwell equations are the same than the ones present in GR. Therefore, they move following null extremal curves (i.e. null geodesics), so that the causal structure is determined by the metric structure, just like in GR. This means that the usual test particles follow the geodesic curves provided by the Levi-Civita connection, which allow us to directly generalise the singularity theorems for this kind of trajectories. But, what happens when we consider fermions, which are coupled to the spacetime torsion?
All the analysis of the trajectories that follow these kinds of particles, that we have mentioned at the beginning of the previous section, have one thing in common.

[^18]They all experiment a corrective factor with respect to geodesical behaviour of the form

$$
\begin{equation*}
a^{\mu}=v^{\rho} \stackrel{\nabla}{\rho}_{\rho} v_{\mu}=C \frac{\hbar}{m} f\left(R_{\rho \sigma \lambda}{ }^{\mu} S^{\rho \sigma} v^{\lambda}+K_{\sigma \rho}{ }^{\mu} p^{\rho} v^{\sigma}\right) \tag{3.39}
\end{equation*}
$$

where $C$ is a constant, $f$ is some function, $m$ is the mass of the particle and $S^{\rho \sigma}$ describes the internal spin tensor, that it is related to the spin $s^{\mu}$ of the particle as we studied in the previous section.

It is clear from our analysis so far that massive fermionic particles do not follow timelike geodesics. Nevertheless, independently of how torsion affects these particles, we know they will follow timelike curves and we assume that locally (in a normal neighbourhood of a point) nothing can be faster than light (null geodesics). Accordingly, it would be interesting to see under which circumstances we have incompleteness of non-geodesical timelike curves. In order to address this, we recall the definition of a n-dimensional BH and WH , that is Def. 3.2.5 From this definition, we conclude that if these kinds of structures exist in our spacetime, we would have timelike curves (not timelike geodesics exclusively) that do not have endpoints in the conformal infinity, since for the case of BHs the spacetime $M$ is not contained in $J^{-}\left(\mathcal{J}^{+}\right)$, while for WHs, $M$ is not contained in $J^{+}\left(\mathcal{J}^{-}\right)$. Considering these lines, we establish the following theorem

Theorem 3.2.7. Let $(M, g)$ be a strongly asymptotically predictable spacetime of dimension $n$ and $\Sigma$ a closed future trapped submanifold of arbitrary co-dimension $m$ in $M$. If the curvature condition holds along every future directed null geodesic emanating orthogonally from $\Sigma$, then some timelike curves in $M$ would not have endpoints in the conformal infinity, hence $M$ is a singular spacetime.

One might ask if one of the aforementioned incomplete timelike curves may actually represent the trajectory of a spinning particle coupled to the torsion tensor. From Equation (3.39), which represents the non-geodesical behaviour, we see that the only possible way that all the trajectories have endpoints in the conformal infinity is having infinite values for the curvature and torsion tensors near the event horizon, which in a physically plausible scenario is not possible. This is why we strongly believe that Theorem 3.2.7 is a more physically relevant theorem than the ones based on geodesic incompleteness for the singular behaviour of such particles, since it is strongly related to the actual trajectories of fermions in theories with torsion.

With this reasoning we have showed that in strongly asymptotically predictable spacetimes one cannot avoid the occurrence of singularities, even in the presence of
torsion, provided that the conditions of Theorem 3.2.7 hold. On the opposite case, it is possible to find non-singular configurations assuming some of the conditions are violated [217, 218].

### 3.3 Birkhoff theorem

In the previous section we have seen how the existence of BH is a good criteria for predicting the singular behaviour of all kinds of particles/fields. In this section we shall study what kind of BHs we might expect in PG gravity. Specifically, we will explore if the Birkhoff theorem [219] is fulfilled. As widely known, such a theorem states that any spherically symmetric solution of the vacuum field equations must be static and asymptotically flat and therefore the only exterior vacuum solution, i.e., the spacetime outside a spherical, non rotating, gravitating body, corresponds to the torsionless Schwarzschild spacetime. This fundamental result in GR [87] obviously deserves a deep analysis in every suitable modified gravity theory. Indeed, spherically symmetric vacuum solutions would describe the exterior spacetime around spherically symmetric stars (or BHs) and would help to a better understanding of the measurements coming from weak-field limit tests like the bending of light, the perihelion shift of planets, frame dragging experiments and the Newtonian and post-Newtonian limits of competing gravitational theories, as well as other measurements involving strong-gravity regimes, such as the recently discovered gravitational waves (c.f. [81] and subsequent articles by LIGO/VIRGO collaborations and [220] for an extensive review of the roadmap of the subject).
Moreover, the obtention of vacuum spherically symmetric space-time solutions that are not Schwarzschild-like would provide us with some valuable information about the extra degrees of freedom that we are introducing with the considered modification. Specialised literature has therefore devoted an increasing interest to study the validity of the Birkhoff theorem in different classes of extended theories of gravity, see e.g. [221--226].

Regarding PG theories, at the beginning of the 1980s some proofs of the Birkhoff theorem were developed for specific models, enriching the PG gravity literature 184 , [227-229]. Moreover, two weakened versions of the Birkhoff theorem were proposed, either assuming asymptotic flatness of the solutions [230] or considering invariance under spatial reflections in addition to the spherical symmetry [228]. The most relevant Birkhoff theorem proof was made by Nieh and Rauch in [185], where results from previous literature were summarised. There, authors found two general classes of PG theories in which the theorem holds. Nevertheless, such a remarkable
piece of research did not clarify whether these are the only classes of PG theories for which the theorem holds. Specifically the gravitational Lagrangians of theories considered in [185 were either of the form

$$
\begin{equation*}
\mathcal{L}_{1}=-\lambda R+\alpha R^{2} \tag{3.40}
\end{equation*}
$$

or

$$
\begin{align*}
\mathcal{L}_{2} & =-\lambda R+\frac{1}{12}(4 \alpha+\beta+3 \lambda) T_{\alpha \beta \gamma} T^{\alpha \beta \gamma}+\frac{1}{6}(-2 \alpha+\beta-3 \lambda) T_{\alpha \beta \gamma} T^{\beta \gamma \alpha} \\
& +\frac{1}{3}(-\alpha+2 \gamma-3 \lambda) T_{\beta \alpha}^{\beta} T_{\gamma}^{\gamma \alpha} . \tag{3.41}
\end{align*}
$$

It is worthwhile to mention that the analysis that we have made in Section 2.3 allows us to prove straightforwardly that these two theories fulfill the Birkhoff theorem. Indeed, the Lagrangian $\mathcal{L}_{1}$ is the same as the one given in 2.91, where the parameters have been chosen as $a_{0}=-\lambda, b_{1}=\alpha$, and $a_{1}=a_{2}=a_{3}=0$. We have shown that this is equivalent to GR plus a non-propagating scalar degree of freedom, since with this choice of parameters the term $m_{T}^{2}$, which multiplies the kinetic term in 2.100, is zero. Hence, the Birkhoff theorem clearly applies.
On the other hand, we can see that the Lagrangian $\mathcal{L}_{2}$ is equal to the one in Eq. 2.85 where the coefficients have been taken as $a_{0}=-\lambda, b_{1}=0, a_{1}=\frac{1}{12}(4 \alpha+\beta+3 \lambda)$, $a_{2}=\frac{1}{6}(-2 \alpha+\beta-3 \lambda)$, and $a_{3}=\frac{1}{3}(-\alpha+2 \gamma-3 \lambda)$. As we explained, this theory does not have any observable physical difference with respect to GR, so the Birkhoff theorem is fulfilled.

Summarizing, in these two configurations the Birkhoff theorem holds because only the graviton propagates. In the next subsections we shall explore if there are more complex PG actions where the Birkhoff theorem holds.

### 3.3.1 Birkhoff theorem in stable configurations

In Section 2.3 we established that only the two scalar degrees of freedom present in the quadratic Poincaré Gauge gravity action (2.66) can propagate without introducing instabilities. The restricted action that describes these two scalars propagating at the same time is given in (2.132 ( 2.133 in the Einstein frame). Before going any further, we need to clarify a few concepts. In modified theories that introduce new degrees of freedom it is very easy to disprove the Birkhoff theorem in its more strict form. This is because the addition of propagating degrees of freedom into the field equations usually breaks the arguments that are used in GR to prove that an spherically symmetric solution in vacuum will be neccesarily static, which is the first statement of the Birkhoff theorem. Moreover, many of these modifications are introduced in order to reproduce the accelerating expansion of the Universe, hence mimicking a cosmological constant. This implies that the de Sitter-Schwarzschild metric
[231] will be a solution of the vacuum field equations, which once again goes against the Birkhoff theorem.

Nevertheless, there exists a somewhat "modification" of the theorem, known as the no-hair theorem $f$ that is quite relevant in any extension of GR. This theorem states that the external gravitational and electromagnetic fields of a stationary black hole (a black hole that has settled down into its "final" state) are determined uniquely by the BH mass $M$, charge $Q$, and intrinsic angular momentum $L$ [232]. If the extra degrees of freedom of the theory introduces new properties ("hair") with respect to the BHs of GR, we will say that BHs are hairy in this theory. Actually, even if the BHs of the modified theory remain "bald", conceptually there might be physical differences between the definition of the three mentioned observables. A clear example is the BH solution given in Subsection 3.1.2 where the charge is not of electromagnetic nature, but it is sourced by torsion.

Going back to stable quadratic PG theories, we can easily establish that as long as we consider only the propagation of one of the two scalars, the BH solutions will not have hair. This is due to the result obtained by Sotiriou and Faraoni in [233], where they proved that generalised Brans-Dicke theories do not introduce any new observables in the BH solutions ${ }^{[5]}$
With respect to the bi-scalar theory, since there is an interaction term between the two scalars it is not straightforward to show if the previous result is going to hold. We shall study it in the following by looking at the field equations, which are obtained by performing variations of the action with respect to the metric and the two scalar modes. We will obtain these equations in the Einstein frame, so that there are no second derivatives of the scalar fields in the variation with respect to the metric $\tilde{g}$. They have the following form:

- Variations with respect to the metric (or Einstein Equations):

$$
\begin{equation*}
\frac{\delta S}{\delta \tilde{g}^{\mu \nu}}=0 \Longrightarrow \frac{\delta \mathcal{L}}{\delta \tilde{g}^{\mu \nu}}-\frac{1}{2} \tilde{g}_{\mu \nu} \mathcal{L}=0 . \tag{3.42}
\end{equation*}
$$

[^19]Hence we have

$$
\begin{align*}
\tilde{G}_{\mu \nu}= & \frac{1}{a_{0}}\left(1-\frac{12 M_{S}^{2}(\chi)}{A(\chi, \phi)}\right)\left(\partial_{\mu} \chi \partial_{\nu} \chi-\frac{1}{2} \tilde{g}_{\mu \nu} \partial_{\rho} \chi \partial^{\rho} \chi\right) \\
& -\frac{18 \alpha^{2} M_{T}^{2}(\chi)}{A(\chi, \phi) \chi}\left(\partial_{\mu} \phi \partial_{\nu} \phi-\frac{1}{2} \tilde{g}_{\mu \nu} \partial_{\rho} \phi \partial^{\rho} \phi\right) \\
& +\frac{48 \alpha^{2} \phi}{A(\chi, \phi) \chi}\left(\partial_{(\mu} \chi \partial_{\nu)} \phi-\frac{1}{2} \tilde{g}_{\mu \nu} \partial_{\rho} \chi \partial^{\rho} \phi\right) \\
& +\frac{a_{0}}{2} \tilde{g}_{\mu \nu} \frac{\mathcal{U}(\chi, \phi)}{\chi^{2}}, \tag{3.43}
\end{align*}
$$

where the explicit expressions of $\mathcal{U}(\chi, \phi), M_{T}^{2}(\chi)$ and $M_{S}^{2}(\chi)$ are given in Eq. (2.126, and

$$
\begin{equation*}
A(\chi, \phi)=(4 \alpha \phi)^{2}-9 M_{S}^{2}(\chi) M_{T}^{2}(\chi) \tag{3.44}
\end{equation*}
$$

- Variations with respect to the scalar $\chi$ :

$$
\begin{equation*}
\frac{\delta S}{\delta \chi}=0 \Longrightarrow \frac{\partial \mathcal{L}}{\partial \chi}-\partial_{\mu}\left(\frac{\partial \mathcal{L}}{\partial\left(\partial_{\mu} \chi\right)}\right)=0 \tag{3.45}
\end{equation*}
$$

Therefore we obtain

$$
\begin{align*}
& \overline{\mathcal{U}}(\chi, \phi)+\left(A(\chi, \phi)-12 M_{S}^{2}(\chi)\right) \square \chi+\frac{\left(12 M_{S}^{2}(\chi)\right)^{2}-(4 \alpha \phi)^{2}}{A(\chi, \phi)} \partial_{\rho} \chi \partial^{\rho} \chi \\
& +\frac{48 a_{0} \alpha^{2} \phi}{\chi} \square \phi+\frac{3 a_{0} \alpha^{2}\left[H_{1}(\chi)-96 \alpha^{2} M_{T}^{2}(\chi) \phi^{2}-384 \alpha^{2} \chi \phi^{2}\right]}{A(\chi, \phi) \chi^{2}} \partial_{\rho} \phi \partial^{\rho} \phi \\
& +\frac{768 \alpha^{2} M_{S}^{2}(\chi) \phi}{A(\chi, \phi)} \partial_{\rho} \chi \partial^{\rho} \phi=0, \tag{3.46}
\end{align*}
$$

where

$$
\begin{align*}
& \overline{\mathcal{U}}(\chi, \phi)=A(\chi, \phi)\left[\frac{a_{0}^{2}\left(a_{0}^{2}-a_{0} \chi+4 b_{1} \alpha \phi^{2}\right)}{2 b_{1} \chi^{3}}\right]  \tag{3.47}\\
& H_{1}(\chi)=18 M_{S}^{2}(\chi) M_{T}^{2}(\chi)\left(3 M_{T}^{2}(\chi)-8 \chi\right)+\frac{9}{2} \chi M_{T}^{2}(\chi) \tag{3.48}
\end{align*}
$$

- Variations with respect to the pseudo-scalar $\phi$ :

$$
\begin{equation*}
\frac{\delta S}{\delta \phi}=0 \Longrightarrow \frac{\partial \mathcal{L}}{\partial \phi}-\partial_{\mu}\left(\frac{\partial \mathcal{L}}{\partial\left(\partial_{\mu} \phi\right)}\right)=0 \tag{3.49}
\end{equation*}
$$

Accordingly we get

$$
\begin{align*}
& -\frac{2 a_{0}^{2} \alpha \phi A(\chi, \phi)}{\chi}+48 a_{0} \alpha^{2} \phi \square \chi-\frac{8 \alpha^{2} \phi\left(H_{2}(\chi)+96 a_{0} \alpha^{2} \phi^{2}\right)}{A(\chi \cdot \phi) \chi} \partial_{\rho} \chi \partial^{\rho} \chi \\
& -36 a_{0} \alpha^{2} M_{T}^{2}(\chi) \square \phi+\frac{\left(24 \alpha^{2}\right)^{2} a_{0} M_{T}^{2}(\chi) \phi}{A(\chi, \phi)} \partial_{\rho} \phi \partial^{\rho} \phi \\
& -\frac{6 a_{0} \alpha^{2}\left[H_{3}(\chi)-96 \alpha^{2} M_{T}^{2}(\chi) \phi^{2}-128 \alpha^{2} \chi \phi^{2}\right]}{A(\chi, \phi) \chi} \partial_{\rho} \chi \partial^{\rho} \phi=0, \tag{3.50}
\end{align*}
$$

where

$$
\begin{align*}
H_{2}(\chi)= & 48 \chi^{2} M_{S}^{2}(\chi)-18 a_{0}\left(12 M_{T}^{2}(\chi) M_{S}^{2}(\chi)-16 M_{S}^{2}(\chi) \chi\right. \\
& \left.+M_{T}^{2}(\chi) \chi\right)  \tag{3.51}\\
H_{3}(\chi)= & \left(3 M_{T}^{2}(\chi)\right)^{2}\left(6 M_{S}^{2}(\chi)+\frac{\chi}{2}\right) . \tag{3.52}
\end{align*}
$$

Let us stress that to obtain the field equations we have not considered extra matter apart from the scalar and pseudo-scalar field since we are interested in vacuum solutions. Now, in order to shed some light on the Birkhoff theorem and the no-hair theorem in this theory we shall consider the following spherically symmetric and static four-dimensional metric

$$
\begin{equation*}
\mathrm{d} s^{2}=-\psi(r) \mathrm{d} t^{2}+\frac{1}{\psi(r)} \mathrm{d} r^{2}+r^{2}\left(\mathrm{~d} \theta^{2}+\sin ^{2} \theta \mathrm{~d} \varphi^{2}\right) \tag{3.53}
\end{equation*}
$$

Although this is not the most general metric that meets the mentioned properties, the results that its study brings shall help us prove if the Birkhoff and no-hair theorems apply in the bi-scalar theory (2.133). The torsion scalar and pseudo-scalar shall also depend only on the radial component in order to maintain spherical symmetry and staticity.
Taking these precepts into account we can obtain the following expression by adding the $(t, t)$ and the $(\theta, \theta)$ Einstein Equations

$$
\begin{equation*}
r^{2} \psi^{\prime \prime}(r)=2 \psi(r)-2 \tag{3.54}
\end{equation*}
$$

This equation has the solution

$$
\begin{equation*}
\psi(r)=1+\frac{C_{1}}{r}+C_{2} r^{2} \tag{3.55}
\end{equation*}
$$

which is the well-known de Sitter-Schwarzschild metric, with $C_{1}$ and $C_{2}$ arbitrary constants. This result is already telling us that the Birkoff's theorem does not apply
in the bi-scalar theory, since we can find a spherically symmetric solution that is different from pure Schwarzschild. Moreover, we can check that the de Sitter term of the solution (3.55) is a direct consequence of having a potential different from zero. Indeed, if we impose that $\mathcal{U}(\chi, \phi)=0$, hence finding a relation between the two scalars, and insert 3.55 into the sum of the $(t, t)$ and $(r, r)$ Einstein Equations we find that $\chi(r)$, and consequently $\phi(r)$, both need to be a constant. Then, aplying this result into the $(t, t)$ Einstein equation we obtain that $C_{2}$ needs to be zero. This occurs because when the two scalars are constants the theory reduces to an $\stackrel{\circ}{R}+\grave{R}^{2}$ theory, where the Birkhoff theorem holds [223].
Let us note that the potential term is also present when only one of the scalar modes propagates, and consequently, the metric (3.55) will also be a solution of the field equations. Hence, using the simplified ansatz (3.53) we have been able to prove that the only stable quadratic Poincaré Gauge theories that fulfill the Birkhoff theorem are the ones studied by Nieh and Rauch in the 1980s, i.e. (3.40) and 3.41).

With respect to the no-hair theorem, we have already shown that if the potential is different from zero we can obtain a BH solution that breaks the theorem's conclusions. Therefore, in general, the no-hair theorem would not apply to the bi-scalar theory. Additionally, we have also seen that if we require the potential $\mathcal{U}$ to be zero then we can write one scalar in terms of the other one. If we take into account this result in the Lagrangian (2.133), we can clearly observe that such a Lagrangian will now describe a generalised Brans-Dicke theory, where we know that in the absence of a potential the no-hair theorem would apply [233].
Nevertheless, we still have one possibility to consider, which is the case of imposing that the BH solution needs to be asymptocally flat. This implies that the two scalars must behave in such a way that the potential tends to zero when $r$ goes to infinity. The search of this kind of solutions that may introduce hair apart from the cosmological one is beyond the scope of this thesis. Nevertheless, it is interesting to explore some aspects of these asymptotically flat solutions. In order to study this case we shall consider the most general static and spherically symmetric metric, namely ${ }^{6}$

$$
\begin{equation*}
\mathrm{d} s^{2}=-\psi(r) \mathrm{d} t^{2}+\frac{1}{\psi(r)} \mathrm{d} r^{2}+\rho(r)^{2}\left(\mathrm{~d} \theta^{2}+\sin ^{2} \theta \mathrm{~d} \varphi^{2}\right) \tag{3.56}
\end{equation*}
$$

Then, by multiplying the $(t, t)$ Einstein Equation by $\psi(r)^{2}$ and subtracting the $(r, r)$

[^20]one we find
\[

$$
\begin{equation*}
\frac{a_{0}}{8 \chi^{2}} \mathcal{U}(\chi, \phi)=\frac{-1+\rho(r) \rho^{\prime}(r) \psi(r)+\psi(r)\left(\rho^{\prime}(r)^{2}+\rho(r) \rho^{\prime \prime}(r)\right)}{\rho(r)^{2}} \tag{3.57}
\end{equation*}
$$

\]

Also, adding the $(t, t)$ Einstein Equation multiplied by $\psi(r)$ to the $(\theta, \theta)$ one multiplied by $\rho(r)^{2}$ we obtain

$$
\begin{equation*}
\frac{-2+2 \psi(r)\left(\rho^{\prime}(r)^{2}+\rho(r) \rho^{\prime \prime}(r)\right)-\rho(r) \psi^{\prime \prime}(r)}{\rho(r)^{2}}=0 . \tag{3.58}
\end{equation*}
$$

Now, multiplying (3.57) by 4 and substracting (3.57) we arrive at the following result

$$
\begin{equation*}
\tilde{R}=-\frac{a_{0}}{2 \chi^{2}} \mathcal{U}(\chi, \phi), \tag{3.59}
\end{equation*}
$$

which relates the scalar curvature with the potential of the bi-scalar theory. Here we can clearly see for the general case why a non-vanishing potential $\mathcal{U}$ at infinity makes that the solutions cannot be asymptotically flat, which is why one needs to impose that the potential tends to zero as the radial coordinate goes to infinity. Moreover, from Eq. (3.59) we can extract that all spherically symmetric BHs with null scalar curvature would not have hair induced by the bi-scalar theory. This is because if the left-hand-side of 3.59 is zero we can express one of the scalars $\chi$ or $\phi$ in terms of the other one. We have already seen that the fact that the two scalars are related implies that the no-hair theorem holds, given that the spacetime is asymptotically flat, as it is the case.

Summarising, what we have obtained in this subsection are three very important results, in particular

1. The only stable quadratic PG theories that fulfill the Birkhoff theorem are (3.40) and (3.41).
2. The no-hair theorem would hold for the two PG theories that describe the scalar and pseudo-scalar propagation separately, provided that the metric is asymptotically flat.
3. In the bi-scalar theory the no-hair theorem would apply for spherically symmetric solutions with null scalar curvature.

At this stage, one can also wonder what would happen if we consider PG theories that propagate ghostly degrees of freedom. Does the Birkhoff theorem hold then? Are the stability of the theory and the proof of the Birkhoff theorem related? We shall answer those questions in the following subsections.

### 3.3.2 Instabilities and the Birkhoff theorem

In this subsection we will explore the possible causal relation between the stability of the PG theories and the Birkhoff theorem. In particular, we shall study if there exists a logical connection between the two, i.e. finding whether the consideration of a PG stable theory is a necessary and/or sufficient condition for the Birkhoff theorem to hold. From the analysis performed in the previous sections it is easy to elucidate this question by observing two particular scenarios.

On the one hand, we know from Section 2.3 that the general bi-scalar theory is stable under some parameter constraints, and also that the Birkhoff theorem does not hold due to the potential term. Therefore, we conclude that the stability of the theory is not a sufficient condition for the Birkhoff theorem to hold.

On the other hand, we have established that in the PG theory given by the Lagrangian 3.40) the Birkhoff theorem is fulfilled for any choice of the parameters. Moreover, it is known that if $\frac{d^{2}}{d R^{2}}\left(\alpha R^{2}\right)=2 \alpha<0$ then that theory suffers from a Dolgov-Kawasaki instability [234, 235]. Hence, the stability of the theory is not a necessary condition for the Birkhoff theorem to hold.

Accordingly, we can summarise the above discussion in the following simple logical inference

$$
\begin{equation*}
\text { Stability conditions } \nLeftarrow \text { Birkhoff theorem } \tag{3.60}
\end{equation*}
$$

Indeed, the fact that these two aspects are not related reveals a crucial statement: the fact that a theory is unstable does not mean that one cannot find particular stable solutions. This is why sometimes ghostly behaviour in modified gravity theories goes unnoticed. In particular, regarding PG theories, there are many "viable" solutions that have been proposed in the literature which come from actions that propagate more than the two scalars, hence incurring in ghost instabilities. Therefore, such "healthy" solutions look like stable configurations, but the moment one performs perturbations up to a certain order these instabilities would be observed.

To illustrate the scenario described above in more detail we shall study an unstable theory and observe how the spherical symmetry of the spacetime does not allow us to see the ghosts. Such a statement shall be proved by showing that the Birkhoff theorem holds in the situations that we are going to consider. The calculations below are based on our work P2

[^21]Accordingly, let us consider the following theory

$$
\begin{equation*}
\mathcal{L}=a_{0} \stackrel{\circ}{R}+a_{1} T_{\alpha \beta \gamma} T^{\alpha \beta \gamma}+a_{2} T_{\alpha \beta \gamma} T^{\beta \gamma \alpha}+a_{3} T_{\alpha \beta}^{\beta} T_{\gamma}^{\alpha \gamma}+2 b_{1} \stackrel{\circ}{R}_{[\alpha \beta]} R^{[\alpha \beta]} \tag{3.61}
\end{equation*}
$$

Using the relation between a general connection with torsion and null non-metricity and the Levi-Civita connection 2.24 , and the expression of the contortion with respect to the torsion tensor (2.25), we find that (3.61) can be rewritten as

$$
\begin{equation*}
\mathcal{L}=a_{0} \stackrel{\circ}{R}+T^{2}+T^{4}+\stackrel{\circ}{\nabla} T \stackrel{\circ}{\nabla} T+T^{2} \stackrel{\circ}{\nabla} T, \tag{3.62}
\end{equation*}
$$

where

$$
\begin{align*}
& T^{2}=\left(a_{1}+\frac{a_{0}}{4}\right) T_{\alpha \beta \gamma} T^{\alpha \beta \gamma}+\left(a_{2}-\frac{a_{0}}{2}\right) T_{\alpha \beta \gamma} T^{\beta \gamma \alpha}+\left(a_{3}-a_{0}\right) T^{\beta}{ }_{\alpha \beta} T_{\gamma}{ }^{\alpha \gamma},  \tag{3.63}\\
& T^{4}=\frac{b_{1}}{4} T_{\mu}{ }^{\nu \rho} T^{\mu \sigma \lambda} T_{\sigma \lambda}{ }^{\alpha} T_{\nu \rho \alpha}+\frac{b_{1}}{4} T^{\mu \sigma \lambda} T_{\sigma \lambda}{ }^{\alpha} T_{\alpha}{ }^{\nu \rho} T_{\nu \mu \rho} \\
& +b_{1} T_{\mu} T^{\mu \sigma \lambda} T_{\sigma}{ }^{\nu \rho} T_{\nu \lambda \rho}+\frac{b_{1}}{2} T_{\mu} T_{\nu} T^{\mu \sigma \lambda} T^{\nu}{ }_{\sigma \lambda},  \tag{3.64}\\
& \stackrel{\circ}{\nabla} T \stackrel{\circ}{\nabla} T=-b_{1} \stackrel{\circ}{\nabla}_{\mu} T^{\nu} \stackrel{\circ}{\nabla}_{\nu} T^{\mu}+b_{1} \stackrel{\circ}{\nabla}_{\mu} T_{\nu} \stackrel{\circ}{\nabla}^{\mu} T^{\nu}+\frac{b_{1}}{2} \stackrel{\circ}{\nabla}_{\mu} T^{\mu \nu \rho} \stackrel{\circ}{\nabla}_{\sigma} T^{\sigma}{ }_{\nu \rho} \\
& -2 b_{1} \stackrel{\circ}{\nabla}^{\mu} T^{\nu} \stackrel{\circ}{\nabla}{ }_{\rho} T^{\rho}{ }_{\nu \mu},  \tag{3.65}\\
& T^{2} \stackrel{\circ}{\nabla} T=b_{1} T^{\mu \nu \rho} T_{\nu \rho}{ }^{\sigma}\left(2 \stackrel{\circ}{\nabla}_{[\mu} T_{\sigma]}+\stackrel{\circ}{\nabla}_{\lambda} T^{\lambda}{ }_{\mu \sigma}\right) \\
& +b_{1} T_{\mu} T^{\mu \nu \rho}\left(2 \stackrel{\circ}{\nabla}_{\rho} T_{\nu}-\stackrel{\circ}{\nabla}_{\lambda} T^{\lambda}{ }_{\nu \rho}\right) . \tag{3.66}
\end{align*}
$$

In order to study the behaviour of this theory we first shall obtain the vacuum field equations. The variation with respect to the metric of the action with Lagrangian density (3.62) will provide us the Einstein Equations, and analogously the variation with respect to the torsion tensor will supply us with the so-called Cartan Equations. Both of them are summarised in the following ${ }^{8}$

## - Cartan Equations:

Schematically, they can be written as

$$
\begin{equation*}
T+b_{1} T^{3}+b_{1} T \stackrel{\circ}{\nabla} T+b_{1} \stackrel{\circ}{\nabla}^{2} T=0, \tag{3.67}
\end{equation*}
$$

during the three years of PhD research, that allows us to treat this problem in a simpler and more efficient way.
${ }^{8}$ Since the spacetime conventions are different in the Thesis with respect to $\mathbf{P 2}$ the form of the field equations also differ. Also, the formalism presented here simplies the one used in P2
where the different terms are defined as

$$
\begin{align*}
T= & \frac{1}{2}\left(a_{0}+4 a_{1}\right) T^{\mu}{ }_{\nu \rho}+\left(2 a_{2}-a_{0}\right) T_{[\nu \rho]}^{\mu}+2\left(a_{0}-a_{3}\right) \delta_{[\nu}^{\mu} T_{\rho]},  \tag{3.68}\\
T^{3}= & -\frac{1}{2} T^{\mu \sigma \lambda} T_{\sigma \alpha \lambda} T_{[\nu \rho]}{ }^{\alpha}+\frac{1}{2} T^{\sigma \mu}{ }_{[\nu} T_{\rho]}{ }^{\lambda \alpha} T_{\lambda \sigma \alpha}+\frac{1}{2} T_{[\nu \rho]}{ }^{\alpha} T_{\alpha \sigma \lambda} T^{\sigma \mu \lambda} \\
& -\frac{1}{2} T^{\sigma \alpha}{ }_{[\nu} T^{\lambda \mu}{ }_{\rho]} T_{\lambda \sigma \alpha}-\delta_{[\nu}^{\mu} T_{\rho]}{ }^{\sigma \lambda} T_{\sigma}{ }^{\alpha \beta} T_{\alpha \lambda \beta}-T^{\mu} T_{[\nu}{ }^{\sigma \lambda} T_{\sigma \lambda \mid \rho]} \\
& +T^{\mu} T_{\sigma} T^{\sigma}{ }_{\nu \rho}-T_{[\nu \rho]}{ }^{\alpha} T^{\sigma \mu}{ }_{\alpha} T_{\sigma}+T^{\sigma \mu}{ }_{[\nu} T^{\alpha}{ }_{\rho] \sigma} T_{\alpha} \\
& -\delta_{[\nu}^{\mu} T_{\rho]}{ }^{\sigma \lambda} T^{\alpha}{ }_{\sigma \lambda} T_{\alpha}, \tag{3.69}
\end{align*}
$$

$$
\begin{align*}
T \stackrel{\circ}{\nabla} T= & T^{\sigma \lambda}{ }_{[\nu} \stackrel{\circ}{\nabla}^{\mu} T_{\rho] \sigma \lambda}-T_{[\nu}{ }^{\sigma \lambda} \stackrel{\circ}{\nabla}^{\mu} T_{\sigma \lambda \mid \rho]}+\stackrel{\circ}{\nabla}^{\mu}\left(T^{\sigma} T_{\sigma \nu \rho}\right)+T_{[\nu \rho]}{ }^{\sigma} \stackrel{\circ}{\nabla}^{\mu} T_{\sigma} \\
& -2 T^{\mu} \stackrel{\circ}{\nabla}_{[\nu} T_{\rho]}-T^{\sigma \mu}{ }_{[\nu}^{\stackrel{\circ}{\nabla}_{\rho]}} T_{\sigma}+\delta_{[\nu}^{\mu} T^{\sigma \lambda \alpha} \stackrel{\circ}{\nabla}_{\sigma} T_{\lambda \alpha \mid \rho]}-T_{[\nu \rho]} \stackrel{\circ}{\nabla}_{\sigma} T^{\mu} \\
& +T^{\sigma \mu}{ }_{[\nu}^{\stackrel{\circ}{\nabla}}{ }_{\sigma} T_{\rho]}+T_{[\nu \rho]}{ }^{\sigma} \stackrel{\circ}{\nabla}_{\lambda} T^{\lambda \mu}{ }_{\sigma}-T^{\mu} \stackrel{\circ}{\nabla}_{\sigma} T^{\sigma}{ }_{\nu \rho}-T^{\sigma \mu}{ }_{[\nu} \stackrel{\circ}{\nabla}_{\lambda} T^{\lambda}{ }_{\rho] \sigma} \\
& -2 \delta_{[\nu}^{\mu} T_{\rho]}{ }^{\sigma \lambda} \stackrel{\circ}{\nabla}_{\lambda} T_{\sigma}-2 \delta_{[\nu}^{\mu} T^{\sigma \lambda}{ }_{\rho]}^{\nabla_{\lambda}} T_{\sigma}-\delta_{[\nu}^{\mu} T^{\sigma \lambda \alpha} \stackrel{\circ}{\nabla}_{\alpha} T_{\rho] \sigma \lambda} \\
& +\delta_{[\nu}^{\mu} T^{\sigma} \stackrel{\circ}{\nabla}_{\alpha} T_{\sigma \mid \rho]}{ }^{\alpha}+\delta_{[\nu}^{\mu} T_{\rho]}{ }^{\sigma \lambda} \stackrel{\circ}{\nabla}_{\alpha} T^{\alpha}{ }_{\sigma \lambda}+\delta_{[\nu}^{\mu} T^{\sigma \lambda}{ }_{\rho]} \stackrel{\circ}{\nabla}_{\alpha} T^{\alpha}{ }_{\sigma \lambda}, \quad \text { (3.70) } \tag{3.70}
\end{align*}
$$

$$
\begin{align*}
\stackrel{\circ}{\nabla}^{2} T= & -2 \stackrel{\circ}{\nabla}^{\mu} \stackrel{\circ}{\nabla}_{[\nu} T_{\rho]}-\stackrel{\circ}{\nabla}^{\mu} \stackrel{\circ}{\nabla}_{\sigma} T_{\nu \rho}^{\sigma}-2 \delta_{[\nu}^{\mu} \stackrel{\circ}{\nabla}_{\sigma} \stackrel{\circ}{\nabla}_{\rho]} T^{\sigma}+2 \delta_{[\nu}^{\mu} \stackrel{\circ}{\nabla}_{\sigma} \stackrel{\circ}{\nabla}_{\lambda} T^{\lambda \sigma}{ }_{\rho]}  \tag{3.71}\\
& +2 \delta_{[\nu}^{\mu} \stackrel{\circ}{\nabla}_{\sigma} \stackrel{\circ}{\nabla}^{\sigma} T_{\rho]} .
\end{align*}
$$

## - Einstein Equations:

In order to make variations with respect to the metric we shall express the different terms in the action (3.62) as

$$
\begin{align*}
& T^{2}=f_{1}{ }^{\rho \sigma \beta \gamma}{ }_{\mu \alpha} T^{\mu}{ }_{\rho \sigma} T^{\alpha}{ }_{\beta \gamma}=f_{1} \hat{T}^{2}, \\
& T^{4}=f_{2}{ }^{\nu \rho \lambda \gamma \beta_{1} \beta_{2} \beta_{3} \beta_{4}}{ }_{\mu \sigma \alpha_{1} \alpha_{2}} T^{\mu}{ }_{\nu \rho} T^{\sigma}{ }_{\lambda \gamma} T^{\alpha_{1}}{ }_{\beta_{1} \beta_{2}} T^{\alpha_{2}}{ }_{\beta_{3} \beta_{4}}=f_{2} \hat{T}^{4}, \\
& \stackrel{\circ}{\nabla} T \nabla \circ \nabla=f_{3}{ }^{\mu \rho \sigma \lambda \beta \gamma}{ }_{\nu \alpha} \stackrel{\circ}{\nabla}_{\mu} T^{\nu}{ }_{\rho \sigma}{ }^{\circ}{ }_{\lambda} T^{\alpha}{ }_{\beta \gamma}=f_{3} \stackrel{\circ}{\nabla} \hat{T} \nabla \circ \hat{T}, \\
& T^{2} \stackrel{\circ}{\nabla} T=f_{4}{ }^{\nu \rho \lambda \alpha \gamma \beta_{2} \beta_{3}}{ }_{\mu \sigma \beta_{1}} T^{\mu}{ }_{\nu \rho} T^{\sigma}{ }_{\lambda \alpha}{ }^{\circ}{ }_{\gamma} T^{\beta_{1}}{ }_{\beta_{2} \beta_{3}}=f_{4} \hat{T}^{2} \stackrel{\circ}{\nabla} \hat{T}, \tag{3.72}
\end{align*}
$$

where

$$
\begin{align*}
& f_{1}^{\rho \sigma \beta \gamma} \\
& \mu \alpha=  \tag{3.73}\\
&\left(a_{1}+\frac{a_{0}}{4}\right) g_{\mu \alpha} g^{\rho \beta} g^{\sigma \gamma}+\left(a_{2}-\frac{a_{0}}{2}\right) \delta_{\mu}^{\gamma} \delta_{\alpha}^{\rho} g^{\sigma \beta} \\
&+\left(a_{3}-a_{0}\right) \delta_{\mu}^{\sigma} \delta_{\alpha}^{\gamma} g^{\rho \beta}
\end{align*}
$$

$$
\begin{align*}
f_{2}{ }^{\nu \rho \lambda \gamma \beta_{1} \beta_{2} \beta_{3} \beta_{4}}{ }_{\mu \sigma \alpha_{1} \alpha_{2}}= & \frac{b_{1}}{4} \delta_{\alpha_{1}}^{\lambda} \delta_{\alpha_{2}}^{\nu} g_{\mu \sigma} g^{\rho \beta_{3}} g^{\gamma \beta_{1}} g^{\beta_{2} \beta_{4}} \\
& +\frac{b_{1}}{4} \delta_{\mu}^{\beta_{3}} \delta_{\sigma}^{\nu} \delta_{\alpha_{1}}^{\gamma} \delta_{\alpha_{2}}^{\beta_{1}} g^{\rho \lambda} g^{\beta_{2} \beta_{4}} \\
& +b_{1} \delta_{\mu}^{\rho} \delta_{\sigma}^{\nu} \delta_{\alpha_{1}}^{\lambda} \delta_{\alpha_{2}}^{\beta_{1}} g^{\gamma \beta_{3}} g^{\beta_{2} \beta_{4}} \\
& +\frac{b_{1}}{2} \delta_{\mu}^{\rho} \delta_{\sigma}^{\gamma} \delta_{\alpha_{1}}^{\nu} \delta_{\alpha_{2}}^{\lambda} g^{\beta_{1} \beta_{3}} g^{\beta_{2} \beta_{4}} \tag{3.74}
\end{align*}
$$

$$
\begin{align*}
f_{3}{ }_{\nu \rho \sigma \lambda \beta \gamma}= & -b_{1} \delta_{\nu}^{\sigma} \delta_{\alpha}^{\gamma} g^{\mu \beta} g^{\rho \lambda}+b_{1} \delta_{\nu}^{\sigma} \delta_{\alpha}^{\gamma} g^{\mu \lambda} g^{\rho \beta}+\frac{b_{1}}{2} \delta_{\nu}^{\mu} \delta_{\alpha}^{\lambda} g^{\rho \beta} g^{\sigma \gamma} \\
& -2 b_{1} \delta_{\nu}^{\sigma} \delta_{\alpha}^{\lambda} g^{\mu \gamma} g^{\rho \beta}, \tag{3.75}
\end{align*}
$$

$$
f_{4}{ }^{\nu \rho \lambda \alpha \gamma \beta_{2} \beta_{3}}{ }_{\mu \sigma \beta_{1}}=b_{1} \delta_{\mu}^{\gamma} \delta_{\sigma}^{\nu} \delta_{\beta_{1}}^{\beta_{3}} g^{\rho \lambda} g^{\alpha \beta_{2}}-b_{1} \delta_{\mu}^{\beta_{2}} \delta_{\sigma}^{\nu} \delta_{\beta_{1}}^{\beta_{3}} g^{\rho \lambda} g^{\alpha \gamma}
$$

$$
+b_{1} \delta_{\mu}^{\beta_{2}} \delta_{\sigma}^{\nu} \delta_{\beta_{1}}^{\gamma} g^{\rho \lambda} g^{\alpha \beta_{3}}+2 b_{1} \delta_{\mu}^{\rho} \delta_{\sigma}^{\nu} \delta_{\beta_{1}}^{\beta_{3}} g^{\lambda \beta_{2}} g^{\alpha \gamma}
$$

$$
\begin{equation*}
-b_{1} \delta_{\mu}^{\rho} \delta_{\sigma}^{\nu} \delta_{\beta_{1}}^{\gamma} g^{\lambda \beta_{2}} g^{\alpha \beta_{3}} \tag{3.76}
\end{equation*}
$$

Then, the Einstein field equations will be schematically given by

$$
\begin{align*}
& \stackrel{\circ}{G}_{\mu \nu}+\frac{\partial f_{1}}{\partial g^{\mu \nu}} \hat{T}^{2}+\frac{\partial f_{2}}{\partial g^{\mu \nu}} \hat{T}^{4}+\frac{\partial f_{3}}{\partial g^{\mu \nu}} \stackrel{\circ}{\nabla} \hat{T} \nabla \circ \hat{T}+\frac{\partial f_{4}}{\partial g^{\mu \nu}} \hat{T}^{2} \stackrel{\circ}{\nabla} \hat{T} \\
& -\frac{1}{2} g_{\mu \nu}\left(T^{2}+T^{4}+\stackrel{\circ}{\nabla} T \stackrel{\circ}{\nabla} T+T^{2} \nabla \cdot \nabla\right)=0 . \tag{3.77}
\end{align*}
$$

Now, in order to study the Birkhoff and no-hair theorems we shall consider the the most general spherically symmetric four-dimensional metric and torsion components. The metric will have the usual form [79]

$$
\begin{equation*}
\mathrm{d} s^{2}=-\psi(\tilde{t}, \rho) \mathrm{d} \tilde{t}^{2}+\phi(\tilde{t}, \rho) \mathrm{d} \rho^{2}+\tilde{r}^{2}(\tilde{t}, \rho)\left(\mathrm{d} \theta^{2}+\sin ^{2} \theta \mathrm{~d} \varphi^{2}\right) \tag{3.78}
\end{equation*}
$$

As widely known, under a suitable choice of coordinates this metric can be rewritten as

$$
\begin{equation*}
\mathrm{d} s^{2}=-\psi(t, r) \mathrm{d} t^{2}+\phi(t, r) \mathrm{d} r^{2}+r^{2}\left(\mathrm{~d} \theta^{2}+\sin ^{2} \theta \mathrm{~d} \varphi^{2}\right) \tag{3.79}
\end{equation*}
$$

For the torsion components it is necessary to work out the constraints due to imposing form invariance under rotations. This is done using the well-known Killing equations, as has been studied in [236]. There, the authors obtained the non-zero components of the torsion field for different symmetry assumptions. In particular, the non-zero components for the torsion tensor in the spherically symmetric case are

$$
\left\{\begin{array}{l}
T_{t t r}=a(t, r), \quad T_{r t r}=b(t, r), \quad T_{\theta_{i} t \theta_{i}}=c(t, r), \quad T_{\theta_{i} r \theta_{i}}=d(t, r)  \tag{3.80}\\
T_{t \theta_{i} \theta_{j}}=-T_{\theta_{i} t \theta_{j}}=\varepsilon_{i j} f(t, r), \quad T_{r \theta_{i} \theta_{j}}=-T_{\theta_{i} r \theta_{j}}=\varepsilon_{i j} g(t, r)
\end{array}\right.
$$

where we have made the identification $\left\{\theta_{1}, \theta_{2}\right\} \equiv\{\theta, \varphi\}$ and consequently $i, j=$ 1,2 with $i \neq j$ and $\varepsilon_{a b}$ is the Levi-Civita symbol with $a, b=1,2$.
A reader familiarised with the literature of the Birkhoff theorem in PG theories may realise that in all the previous studies, including $\mathbf{P 2}$, there were eight independent components instead of six. This is due to the fact that it went unnoticed that the Killing equations impose that the components of the type $T_{t \theta_{i} \theta_{j}}$ and $T_{r \theta_{i} \theta_{j}}$ are totally antisymmetric.

As we did in P2 we shall consider two physically relevant situations, in particular weak torsion and asymptotically flatness, where we will study if the Birkhoff and no-hair theorems apply.

### 3.3.3 Weak torsion approximation

In this subsection we shall deal with first-order perturbations on the torsion and see whether vacuum solutions different from Schwarzschild can be found. Such an approximation is physically motivated by the fact that experimental tests on torsion are compatible with this reasoning, since its effects are negligible when compared to the Riemannian curvature ones [237]. This would allow us to neglect the quartic terms in the torsion in the action (3.62), and consequently the terms in the field equations that come from varying them.

Determination of $f(t, r)$ and $g(t, r)$

We will start with the $(\varphi, t, r)$ Cartan Equation

$$
\begin{equation*}
b_{1} f(t, r)=0, \tag{3.81}
\end{equation*}
$$

which clearly imposes that $f(t, r)$ must be null. Next we shall focus on the $(\varphi, r, \theta)$ Cartan Equation, namely

$$
\begin{align*}
& 2 b_{1} \cot ^{2} \theta \psi(t, r)^{2} \phi(t, r) g(t, r)+\left\{2 \psi(t, r)^{2}\left[2 b_{1}+\left(2 a_{1}+a_{2}\right) r^{2} \phi(t, r)\right]\right. \\
& \left.-b_{1} r \phi(t, r) \frac{\partial \psi(t, r)}{\partial t}+b_{1} r \psi(t, r) \frac{\partial \phi(t, r)}{\partial t}\right\} g(t, r) \\
& +2 b_{1} r \psi(t, r) \phi(t, r) \frac{\partial g(t, r)}{\partial t}=0 . \tag{3.82}
\end{align*}
$$

It is easy to see that since neither the torsion nor the metric functions can depend on the $\theta$ coordinate this means that

$$
\begin{equation*}
g(t, r)=0 . \tag{3.83}
\end{equation*}
$$

Determination of $c(t, r)$ and $d(t, r)$
Let us now explore the $(\theta, t, r)$ Cartan Equation

$$
\begin{equation*}
(\cos (2 \theta)-7) c(t, r)+4 r\left(\frac{\partial c(t, r)}{\partial r}-\frac{\partial d(t, r)}{\partial t}\right)=0 . \tag{3.84}
\end{equation*}
$$

Since $c(t, r)$ does not depend on $\theta$ we have that

$$
\begin{equation*}
c(t, r)=0 . \tag{3.85}
\end{equation*}
$$

Also, the same equation imposes that $d(t, r)$ must be a function of $r$ only. We continue by looking at the $(t, t, r)$ Cartan Equation, which is given by

$$
\begin{equation*}
8\left(2 a_{1}-a_{2}+a_{3}\right) a(t, r)-F_{1}(t, r, \theta) d(r)=0, \tag{3.86}
\end{equation*}
$$

where $F_{1}$ is a certain analytic function. Its explicit form is ommited for simplicity. Again, by the same arguments are before we obtain

$$
\begin{equation*}
d(r)=0 . \tag{3.87}
\end{equation*}
$$

Determination of $a(t, r)$ and $b(t, r)$
At this time we just have two non-null torsion functions left, $a(t, r)$ and $b(t, r)$. To know their value we shall consider the system formed of the $(t, t, r)$ and $(r, t, r)$ Cartan Equations

$$
\left\{\begin{array}{c}
\left(2 a_{1}-a_{2}+a_{3}\right) a(t, r)=0  \tag{3.88}\\
{\left[4 b_{1}+\left(2 a_{1}-a_{2}+a_{3}\right) r^{2} \phi(t, r)\right] b(t, r)=0}
\end{array}\right.
$$

There are two possibilities to solve this system

1. $2 a_{1}-a_{2}+a_{3}=0$ : This means that the first equation of the system 3.88) holds. Also, the second one implies that

$$
\begin{equation*}
b(t, r)=0 . \tag{3.89}
\end{equation*}
$$

Now, we use these results in the $(\theta, r, \theta)$ Cartan Equation, that reads

$$
\begin{equation*}
\left(a_{3}-a_{0}\right) a(t, r)=0 \tag{3.90}
\end{equation*}
$$

Again, we have two ways this could be solved, namely:

- $a_{3}-a_{0}=0$ : Then, all the Cartan Equations hold. Moreover, there is no influence of the remaining torsion function $a(t, r)$ in the Einstein Equations. Therefore the metric solution would be Schwarzschild and the Birkhoff theorem holds.
- $a_{3}-a_{0} \neq 0$ : In this case, Equation 3.90) imposes that $a(t, r)$. Hence, all the torsion functions are null and the Einstein Equations recover the GR form. Consequently, the Birkhoff theorem applies.

2. $2 a_{1}-a_{2}+a_{3} \neq 0$ : Then, from the first equation in 3.88) we have

$$
\begin{equation*}
a(t, r)=0 \tag{3.91}
\end{equation*}
$$

Now,it is clear that the second equation of the system could be solved by having $\phi(t, r)=\frac{C}{r^{2}}$, and imposing a relation between $b_{1}$ and the $a_{i}{ }^{\prime} \mathrm{s}$. Nevertheless, this choice is incompatible with the Einstein Field Equations, hence the only solution is $b(t, r)=0$. Then, since all the torsion functions are null the Birkhoff theorem holds.

In Figure 3.3 we present a tree of decision helping to clarify the reasoning developed to obtain $a(t, r)$ and $b(t, r)$.

Therefore, in this subsection we have proved that the Birkhoff theorem holds for the considered theory in the weak torsion regime.

### 3.3.4 Asymptotic flatness

In this subsection we shall consider the assumption of asymptotic flatness and staticity, which is an usual condition when describing exterior spacetimes generated by astrophysical objects, as we have seen when studying the no-hair theorem. The


Figure 3.3: Tree of decision representing the steps we have followed to obtain the values torsion functions $a(t, r)$ and $b(t, r)$. Also, the green colour represents if the Birkhoff theorem holds for that solution.
asymptotic flatness condition allows us to impose boundary conditions on both the metric and the torsion functions. It is clear that under this assumption, one solution satisfying trivially both the Einstein and the Cartan Equations and fulfilling the condition above is torsionless Schwarzschild. Below we shall answer to the question if this is indeed the only asymptotically flat solution.

In order to prove this result, let us invoke the Existence and Uniqueness Theorem in the theory of differential equations [238]. First, let us introduce the following definition

Definition 3.3.1. Let us consider the function $f(r, x)$, with $f: \mathbb{R}^{n+1} \longrightarrow \mathbb{R}^{n},\left|r-r_{0}\right| \leq$ $a, x \in D \subset \mathbb{R}^{n}$. Then, $f(r, x)$ satisfies the Lipschitz condition with respect to $x$ if in $\left[r_{0}-a, r_{0}+a\right] \times D$ one has

$$
\left\|f\left(r, x_{1}\right)-f\left(r, x_{2}\right)\right\| \leq L\left\|x_{1}-x_{2}\right\|,
$$

with $x_{1}, x_{2} \in D$ and $L$ a constant known as the Lipschitz constant.
That being so, the previous condition shall play an essential role in the next
Theorem 3.3.2. Let us consider the initial value problem

$$
\frac{\mathrm{d} x}{\mathrm{~d} r}=f(r, x), \quad x\left(r_{0}\right)=x_{0}
$$

with $\left|r-r_{0}\right| \leq a, x \in D \subset \mathbb{R}^{n} . D=\left\{x\right.$ s.t. $\left.\left\|r-r_{0}\right\| \leq d\right\}$, where $a$ and $d$ are positive constants.
Then if the function $f$ satisfies the following conditions

1. $f(r, x)$ is continuous in $G=\left[r_{0}-a, r_{0}+a\right] \times D$.
2. $f(r, x)$ is Lipschitz continuous in $x$.

Then the initial value problem has one and only one solution for $\left|r-r_{0}\right| \leq \inf \left\{a, \frac{d}{M}\right\}$, with

$$
M=\sup _{G}\|f\| .
$$

Now, let us apply the Theorem 3.3.2 above to the system formed by the Cartan and Einstein Equations in the asymptotically flat case. Nevertheless, we shall not analyse the field equations directly, but the action from which they are derived. Indeed, by performing an inspection of the action, we find that only two of the six torsion functions contribute to the dynamics, namely $c(r)$ and $g(r)$, and only with first derivatives. This means that we can express these two functions in terms of the other four, using the Cartan Equations. Then, using this results in the remaining Cartan Equations we can find the following expressions

$$
\begin{align*}
& c^{\prime}(r)=\mathbf{F}_{c}(c(r), r) ; \\
& g^{\prime}(r)=\mathbf{F}_{g}(g(r), r), \tag{3.92}
\end{align*}
$$

where $\mathbf{F}_{c}$ and $\mathbf{F}_{g}$ are Lipschitz continuous functions, since they are continuously differentiable (resorting to physical criteria). Then, by use of the uniqueness Theorem 3.3.2. we can state that there only exists one solution for $c(r)$ and $g(r)$, and since we can write the rest of the torsion functions in terms of this one, this means that the whole systemof the Cartan Equations has only one solution (to be determined either by one initial or one boundary condition).

Moreover, since GR is recovered when the torsion is zero, we have that indeed one solution for the Cartan field equations would consist of having all the torsion functions equal to zero, a result which is obviously compatible with the asymptotic flatness assumption. Having null torsion implies that the Einstein Equations would reduce to those in GR. Therefore, we are led to conclude that the only asymptotically flat and static solution is a torsionless Schwarzschild, and the Birkhoff theorem applies.
Moreover, the proof of Birkhoff theorem for these conditions allow us to prove also that the antisymetric Ricci term of the action does not introduce any new hair to spherically symmetric and static BHs.

We have therefore seen how having an unstable theory does not prevent us to find stable solutions, and to find situations where it seems like a healthy theory.

Nevertheless, the moment that one considers perturbations up to a certain order around the Schwarzschild background, instabilities would appear. This implies that the Almost Birkhoff theorem would not hold, since its proof is based on perturbations [239].

### 3.4 Chapter conclusions and outlook

Within this chapter we have explored some of the interesting phenomenology of the PG theories of gravity, which is outlined in the following.

First, in section 3.1 we have calculated how the fermionic particles move in spacetimes with torsion, at first order in the WKB approximation. Moreover, we have explicitly shown this non-geodesical behaviour in a particular BH solution.

In the next section we provide a new formulation of the singularity theorems so that they can predict the singularities of fermionic particles. We then prove that if the conditions for the appearance of $\mathrm{BH} / \mathrm{WH}$ of arbitrary co-dimension are met, then the fermionic trajectories would be singular, just as the geodesics.

Finally, in section 3.3 we show that the only stable quadratic PG theories that fulfill the Birkhoff theorem are the ones studied by Nieh and Rauch in the 1980s. We also prove that the no-hair theorem applies for the most general stable quadratic Poincaré Gauge action, i.e. the bi-scalar theory, if asymptotic flatness and constant scalar curvature are assumed. Moreover, we have seen how the Birkhoff and nohair theorems are not related with the stability, and that indeed one can find that the BHs of GR can be solutions of unstable theories. Nevertheless, when performing perturbations up to certain order, those instabilities will start playing a role.

The previous findings can lead to new lines of research, such as

- The detection of torsion comparing fermionic and bosonic trajectories.
- Using the new definition of singularity, based on the trajectories not having endpoints in the conformal infinity, to other modified theories of gravity.
- Study the no-hair theorem in the general stable quadratic PG theory relaxing some assumptions.


## Chapter 4 <br> Non-local extension of Poincaré Gauge gravity

TThe theory of GR can be modified to incorporate the gauge structure of the Poincaré group, provided a torsion field is added, as we saw in Chapter 2 Nevertheless, both GR and PG gravity suffer from the short distance behaviour at a classical level, which is manifested explicitly in the appearance of BH and cosmological singularities. This is commonly known as the ultraviolet (UV) problem. Our aim in this chapter will be to construct an action which recovers PG theory of gravity in the infrared (IR), while ameliorating the UV singular behaviour of both metric and torsion fields. This extension would introduce the effect of infinite derivatives in the action, which results in a non-local theory.

This chapter is mainly based on results presented in P4 and P7, and shall be divided as follows. In Section 4.1 we shall review the infinite derivatives extensions of GR, and motivate their introduction. In Section 4.2 we will provide the non-local extension of PG gravity and calculate the field equations at the linear limit. Finally, in Section 4.3 we shall provide ghost- and singularity-free solutions of the theory in the linear regime.

### 4.1 Infinite derivative gravity

In String Theory there are several higher-derivative actions that contain infinite derivatives encoded in an exponential operator, e.g. open string field theory [240], p-adic theory [241], or strings on random lattices [242]. Inspired by this kind of theories one can construct an UV extension of GR by introducing infinite derivatives in the Einstein-Hilbert action that contribute at the strong energy regime [243]. The fact that this modification is based on infinite derivatives makes that even the sharpest of the singular behaviours, i.e., the delta "function", can be ameliorated, and hence one could potentially find singularity-free solutions.

Nevertheless, modifying GR in a consistent way without incurring in pathologies is quite a difficult task, as we have seen in Section 2.3. The main concern lies in the fact that the inclusion of infinite derivatives in the field equations may lead to the need of a set of infinite initial conditions in order to solve such equations. This would of course be a problem due to the following issues [244]:

- Stability: If the equations of motion admit more than two initial data, i.e., the ones admitted in second order differential equations, then the extra degrees of freedom can be interpreted as physical excitations which carry wrong-sign kinetic energy. As we explained in Section 2.3. the classical theory would be plagued by Ostrogradski instabilities.
- Predictability: If the equations of motion require infinitely many initial data then, by a suitable choice of the infinite free parameters of the solution, it can be possible to construct nearly any time dependence over an arbitrarily long interval. Accordingly, the initial value problem would be completely bereft of predictivity.

Fortunately, that is not the case, neither of these two aspects are compromised when introducing infinite derivatives, provided that some constraints are fulfilled, as has been proven in several ocassions [244-246]. In the following we shall summarise this fact with a simple example. In particular, let us introduce a scalar field action in Minkowski spacetime involving infinite derivatives:

$$
\begin{equation*}
S=\int \mathrm{d}^{4} x[\phi F(\square) \phi-V(\phi)] \tag{4.1}
\end{equation*}
$$

where $F(\square)$ is an entire analytic function of the $\mathrm{d}^{\prime}$ Alembertian $\square=\eta_{\mu \nu} \partial^{\mu} \partial^{\nu}$, of the form

$$
\begin{equation*}
F(\square)=\sum_{n=0}^{\infty} f_{n}\left(\frac{\square}{M_{S}}\right)^{n} \tag{4.2}
\end{equation*}
$$

with $M_{S}$ being the mass defining the scale at which non-localities start to play a role, and the $f_{n}$ 's being constants.
The field equation derived from 4.1) is

$$
\begin{equation*}
F(\square) \phi=V^{\prime}(\phi) . \tag{4.3}
\end{equation*}
$$

Now, using Weiertrass factorisation theorem we can write $F(\square)$ as

$$
\begin{equation*}
F(\square)=\Gamma(\square) \prod_{j=1}^{N}\left(\square-m_{j}^{2}\right), \tag{4.4}
\end{equation*}
$$

where $\Gamma(\square)^{-1}$ does not cointain any pole in the complex plane, and consequently it can be expressed as $\Gamma(\square)=\mathrm{e}^{-\gamma(\square)}, \gamma(\square)$ being an entire function, without losing generality. Then, with this decomposition it can be seen that Equation (4.3) describes $N$ physical states with masses $m_{j}$ [245]. In order to solve this equation we must find a particular solution and the general one for the associated homogeneous equation.

On the one hand, to obtain the particular solution we expand the scalar field into Fourier modes as

$$
\begin{equation*}
\phi(t, \vec{x})=\int \frac{\mathrm{d}^{3} k}{(2 \pi)^{3 / 2}} \mathrm{e}^{i \vec{k} \cdot \vec{x}} \xi_{\vec{k}}(t) \tag{4.5}
\end{equation*}
$$

and plug it into Equation (4.3), that now becomes

$$
\begin{equation*}
F\left(-\partial_{t}^{2}-k^{2}\right) \xi_{\vec{k}}(t)=V_{\vec{k}}(t), \tag{4.6}
\end{equation*}
$$

where $k^{2}=\vec{k} \cdot \vec{k}$ as usual, and

$$
\begin{equation*}
V_{\vec{k}}(t)=\int \frac{\mathrm{d}^{3} x}{(2 \pi)^{3 / 2}} \mathrm{e}^{i \vec{k} \cdot \vec{x}} V^{\prime}(\phi(t, \vec{x})) \tag{4.7}
\end{equation*}
$$

The equations of the form of (4.6) are very well known in mathematical literature [247-249], and the fact that they can be solvable without having to specify infinite initial conditions has been known since the 1930s. Nevertheless, this was unnoticed till Barnaby called the attention of theoretical physicists on this subject [245]. Following that reference, one can check that a particular solution of (4.6) is given by

$$
\begin{equation*}
\phi_{\vec{k}}(t)=\frac{1}{2 \pi i} \oint_{C} \mathrm{~d} s \mathrm{e}^{s t} \frac{\hat{V}_{\vec{k}}(s)}{F\left(-s^{2}-k^{2}\right)}, \tag{4.8}
\end{equation*}
$$

where the ${ }^{\wedge}$ means the Laplace transform.
For the solution of the homogeneous equation we can again resort to the existing literature, in particular the mentioned work by Barnaby [245]. The homogeneous part of Equation (4.6) belongs to a known class of differential equations of the form

$$
\begin{equation*}
f\left(\partial_{t}\right) \phi(t)=0 . \tag{4.9}
\end{equation*}
$$

Then, if we assume that the solution admits a Laplace transform, we can rewrite the previous equation as

$$
\begin{equation*}
\frac{1}{2 \pi i} \oint_{C} \mathrm{~d} s \mathrm{e}^{s t} f(s) \hat{\phi}(s)=0 \tag{4.10}
\end{equation*}
$$

where $f(s)$ is the so-called generatrix, which, as we have seen, it can be decomposed as

$$
\begin{equation*}
f(s)=\gamma(s) \prod_{i=1}^{M}\left(s-s_{i}\right)^{r_{i}} \tag{4.11}
\end{equation*}
$$

with $\gamma(s)$ different from zero everywhere. Therefore the function $f(s)$ has $M$ zeroes at the points $s=s_{i}$, the $i$-th zero being of order $r_{i}$. The inverse of this function, $f(s)^{-1}$, is known as the resolvent generatrix, which has simple poles at the points $s=s_{i}$, the $i$-th pole being of order $r_{i}$.
Now, in order to solve (4.10), we need to ask ourselves which is the most general function $\hat{\phi}$ fulfilling such an equality. Using the Cauchy Integral Theorem [250], we know that the equality (4.10) holds if the integrand of such expression does not have any poles inside the region of integration. Consequently, taking into account 4.11, the solution $\hat{\phi}$ may have simple poles at the points $s=s_{i}$, the $i$-th pole being of order $r_{i}$ or less. Therefore, the most general way to express $\hat{\phi}$ is

$$
\begin{equation*}
\hat{\phi}(s)=\frac{1}{\gamma(s)} \sum_{i=1}^{M} \sum_{j=1}^{r_{i}} \frac{C_{j}^{(i)}}{\left(s-s_{i}\right)^{j}} \tag{4.12}
\end{equation*}
$$

It is clear that the solution has $N$ arbitrary coefficients $C_{j}^{(i)}$, where

$$
\begin{equation*}
N=\sum_{i=1}^{M} r_{i} \tag{4.13}
\end{equation*}
$$

We can recover the solution $\phi$ in the configuration space by solving the integral of the Laplace transform, namely

$$
\begin{equation*}
\phi(t)=\frac{1}{2 \pi i} \oint_{C} \mathrm{~d} s \mathrm{e}^{s t} \hat{\phi}(s)=\sum_{i=1}^{M} P_{i}(t) \mathrm{e}^{s_{i} t} \tag{4.14}
\end{equation*}
$$

where each of the $P_{i}(t)$ are polynomials of order $r_{i}-1$

$$
\begin{equation*}
P_{i}(t)=\sum_{j=1}^{r_{i}} p_{j}^{(i)} t^{j-1} \tag{4.15}
\end{equation*}
$$

Let us note that the $N$ coefficients $p_{j}^{(i)}$ are arbitrary and will serve to fix $N$ (and hence finite) initial conditions $\phi^{(n)}(0)$ for $n=0, \cdots, N-1$.

Now, let us apply these results to the homogeneous equation associated to 4.6. In this case the generatrix function is given by

$$
\begin{equation*}
f(s)=F\left(-s^{2}-k^{2}\right)=\Gamma\left(-s^{2}-k^{2}\right) \prod_{j=1}^{N}\left(s+i \omega_{k}^{(j)}\right)\left(s-i \omega_{k}^{(j)}\right), \tag{4.16}
\end{equation*}
$$

where we have defined

$$
\begin{equation*}
\omega_{k}^{(i)}=\sqrt{k^{2}+m_{j}^{2}} . \tag{4.17}
\end{equation*}
$$

Then, by the analysis perfomed previously we know that since this generatrix has $2 N$ poles of order one we expect the solutions to contain $2 N$ free coefficients for each $k$-mode, two for each physical degree of freedom. Therefore, by choosing a correct generatrix, one can construct an infinite derivative action for a scalar field in Minkowski spacetime in such a way that it only propagates one degree of freedom with positive $m^{2}$, hence being a stable configuration. This is also possible when considering an arbitrary curved background, as was proven in [246].

Moreover, this particular example allows us to show why we state that the introduction of infinite derivatives in the action makes the theory non-local, which is why we are using any of those two terms to refer to this kind of theories. As a matter of fact, we can rewrite the action (4.1) for the scalar field as [251]

$$
\begin{equation*}
S=\int \mathrm{d}^{4} x \mathrm{~d}^{4} y \phi(x) K(x-y) \phi(y)-\int \mathrm{d}^{4} x V(\phi), \tag{4.18}
\end{equation*}
$$

where

$$
\begin{equation*}
K(x-y)=F(\square) \delta^{(4)}(x-y) \tag{4.19}
\end{equation*}
$$

The operator $K(x-y)$ makes the dependence of the field variables at finite distances explicit, which acknowledges for the presence of a non-local nature.

With respect to an infinite derivative UV completion of GR, it has been possible to establish that the following action

$$
\begin{equation*}
S=\int d^{4} x \sqrt{-g}\left[\stackrel{\circ}{R}+\stackrel{\circ}{R} F_{1}(\square) \stackrel{\circ}{R}+\stackrel{\circ}{R}_{\mu \nu} F_{2}(\square) \stackrel{\circ}{R}^{\mu \nu}+\stackrel{\circ}{R}_{\mu \nu \lambda \sigma} F_{3}(\square) \stackrel{\circ}{R}^{\mu \nu \lambda \sigma}\right], \tag{4.20}
\end{equation*}
$$

can be made free of extra degrees of freedom around Minkowski spacetime. This is done by expressing the non-local functions as exponentials of an entire function, which does not introduce any new complex poles, nor any new dynamical degrees of freedom [67]. When exploring this for at the non-perturbative level one finds that there are 8 degrees of freedom, but it is not clear whether they are of ghostly nature or not. Even if they are stable modes, this signals that it may be a strong coupling
issue, which can be interesting to explore in future research but it is beyond the scope of this thesis.

This kind of UV extensions of GR have been explored widely, and are known as infinite derivative theories of gravity (IDG). The most general action has been constructed around Minkowski spacetime [67], and in de Sitter and anti-de Sitter [252]. The graviton propagator of such theories can be modified to avoid any ghosts around a Minkowski background. Therefore, such theories retain the original 2 dynamical degrees of freedom of GR, i.e., a transverse traceless graviton. Being infinite derivative theories, such an action introduces non-local gravitational interaction and has been argued to improve UV aspects of quantum nature of gravity [253] [254]. As we have seen, despite having infinite derivatives, the Cauchy problem is well defined, hence the solutions are uniquely determined by finite initial conditions [246].

At a classical level, it has been shown that such IDG theories can yield a nonsingular, static solution at the full non-linear level [255], can avoid ring singularities in a rotating metric at the linear level [256], and also resolve charged source singularity at the linear level [257]. At a dynamical level such theories do not give rise to formation of a trapped surface [71, [258, [259], and possibly even at the level of astrophysical masses there may not possess event horizon [72, [260]. Exact solutions for IDG have been found in [66, [255, [261, [262], including static and time-dependent solutions.

As we have been stating and checking along this thesis, there is not a physically preferred affine structure for gravitational theories. Therefore, it is physically relevant to ask ourselves if it is possible to construct an UV extension of PG theories using the tools of usual metric IDG. This is exactly what we shall do in the following sections.

### 4.2 The inclusion of torsion

Motivated by the multiple studies mentioned above, various extensions of IDG have been made in the context of teleparallel gravity [263] and symmetric teleparallel gravity [264], as well as in what regards the extension of Poincaré gauge gravity that is well-behaved at the UV at a classical level ( $\mathbb{P 4}$ and P7).

In the standard IDG theories the connection is metric and symmetric, i.e. the Levi-Civita one. Therefore, the linear action of IDG is built with the gravitational invariants and derivatives, considering only up to order $\mathcal{O}\left(h^{2}\right)$, where $h$ is the linear perturbation around the Minkowski metric

$$
\begin{equation*}
g_{\mu \nu}=\eta_{\mu \nu}+h_{\mu \nu} \tag{4.21}
\end{equation*}
$$

After substituting the linear expressions of the curvature tensors (Riemann, Ricci and curvature scalar) we can obtain the linearised action as first was shown in 67]. With this in mind, we wish to generalise the expressions of the curvature tensor when we consider a non-symmetric connection. First, we must take into account that the torsion tensor is not geometrically related to the metric, therefore the conditions that are imposed in $h_{\mu \nu}$ are not sufficient to construct the linear action in connection. In order to tackle this issue, we will have to impose that the total connection must be of order $\mathcal{O}(h)$, i.e. the same as the Levi-Civita one Then, by using the relation between the Levi-Civita, $\stackrel{\circ}{\Gamma}$, and the total connection with torsion and null non-metricity, $\tilde{I}^{2}(2.24)$, we can write

$$
\begin{equation*}
\widetilde{\Gamma}^{\rho}{ }_{\mu \nu}=\stackrel{\circ}{\Gamma}_{\mu \nu}^{\rho}+K^{\rho}{ }_{\mu \nu}, \tag{4.22}
\end{equation*}
$$

where the contortion tensor $K$ must be of the same order as the metric perturbation. The latter may seem as a strong assumption, nevertheless, as it has been known in the literature, the current constraints on torsion suggest that its influence is very small compared to the purely metric gravitational effects [237, 265]. Therefore, considering a higher order than the metric perturbation in the torsion sector would make no sense physically.

Thus, the way to generalise the IDG action will be to consider all the quadratic Lorentz invariant terms that can be constructed with the curvature tensors, the contortion, and infinite derivatives operators, as follows P4]

$$
\begin{align*}
S= & \int \mathrm{d}^{4} x \sqrt{-g}\left[\widetilde{R}+\widetilde{R}_{\mu_{1} \nu_{1} \rho_{1} \sigma_{1}} \mathcal{O}_{\mu_{2} \nu_{2} \rho_{2} \sigma_{2}}^{\mu_{1} \nu_{1} \rho_{1} \sigma_{1}} \widetilde{R}^{\mu_{2} \nu_{2} \rho_{2} \sigma_{2}}+\widetilde{R}_{\mu_{1} \nu_{1} \rho_{1} \sigma_{1}} \mathcal{O}_{\mu_{2} \nu_{2} \rho_{2}}^{\mu_{1} \nu_{1} \rho_{1} \sigma_{1}} K^{\mu_{2} \nu_{2} \rho_{2}}\right. \\
& \left.+K_{\mu_{1} \nu_{1} \rho_{1}} \mathcal{O}_{\mu_{2} \nu_{2} \rho_{2}}^{\mu_{1} \nu_{1} \rho_{1}} K^{\mu_{2} \nu_{2} \rho_{2}}\right] \tag{4.23}
\end{align*}
$$

where $\mathcal{O}$ denote the possible differential operators containing covariant derivatives and the Minkowski metric $\eta_{\mu \nu}$, so also the contractions of the Riemann and contortion tensors are considered in the action. Moreover, the tilde ${ }^{\sim}$ represents the quantities calculated with respect to the total connection $\widetilde{\Gamma}$. We will expand the quadratic part of the previous expression to obtain the general form for the gravitational La-
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$$
\begin{align*}
& \mathcal{L}_{q}=\widetilde{R} \widetilde{F}_{1}(\square) \widetilde{R}+\widetilde{R} \widetilde{F}_{2}(\square) \partial_{\mu} \partial_{\nu} \widetilde{R}^{\mu \nu}+\widetilde{R}_{\mu \nu} \widetilde{F}_{3}(\square) \widetilde{R}^{(\mu \nu)}+\widetilde{R}_{\mu \nu} \widetilde{F}_{4}(\square) \widetilde{R}^{[\mu \nu]} \\
& +\widetilde{R}_{(\mu}^{\nu)} \widetilde{F}_{5}(\square) \partial_{\nu} \partial_{\lambda} \widetilde{R}^{\mu \lambda}+\widetilde{R}_{[\mu}{ }^{\nu]} \widetilde{F}_{6}(\square) \partial_{\nu} \partial_{\lambda} \widetilde{R}^{\mu \lambda}+\widetilde{R}_{\mu}{ }^{\nu} \widetilde{F}_{7}(\square) \partial_{\nu} \partial_{\lambda} \widetilde{R}^{(\mu \lambda)} \\
& +\widetilde{R}_{\mu}{ }^{\nu} \widetilde{F}_{8}(\square) \partial_{\nu} \partial_{\lambda} \widetilde{R}^{[\mu \lambda]}+\widetilde{R}^{\lambda \sigma} \widetilde{F}_{9}(\square) \partial_{\mu} \partial_{\sigma} \partial_{\nu} \partial_{\lambda} \widetilde{R}^{\mu \nu}+\widetilde{R}_{(\mu \lambda)} \widetilde{F}_{10}(\square) \partial_{\nu} \partial_{\sigma} \widetilde{R}^{\mu \nu \lambda \sigma} \\
& +\widetilde{R}_{[\mu \lambda]} \widetilde{F}_{11}(\square) \partial_{\nu} \partial_{\sigma} \widetilde{R}^{\mu \nu \lambda \sigma}+\widetilde{R}_{\mu \lambda} \widetilde{F}_{12}(\square) \partial_{\nu} \partial_{\sigma} \widetilde{R}^{(\mu \nu \mid \lambda \sigma)} \\
& +\widetilde{R}_{\mu \lambda} \widetilde{F}_{13}(\square) \partial_{\nu} \partial_{\sigma} \widetilde{R}^{[\mu \nu \mid \lambda \sigma]}+\widetilde{R}_{\mu \nu \lambda \sigma} \widetilde{F}_{14}(\square) \widetilde{R}^{(\mu \nu \mid \lambda \sigma)}+\widetilde{R}_{\mu \nu \lambda \sigma} \widetilde{F}_{15}(\square) \widetilde{R}^{[\mu \nu \mid \lambda \sigma]} \\
& +\widetilde{R}_{(\rho \mu \mid \nu \lambda)} \widetilde{F}_{16}(\square) \partial^{\rho} \partial_{\sigma} \widetilde{R}^{\mu \nu \lambda \sigma}+\widetilde{R}_{[\rho \mu \mid \nu \lambda]} \widetilde{F}_{17}(\square) \partial^{\rho} \partial_{\sigma} \widetilde{R}^{\mu \nu \lambda \sigma} \\
& +\widetilde{R}_{\rho \mu \nu \lambda} \widetilde{F}_{18}(\square) \partial^{\rho} \partial_{\sigma} \widetilde{R}^{(\mu \nu \mid \lambda \sigma)}+\widetilde{R}_{\rho \mu \nu \lambda} \widetilde{F}_{19}(\square) \partial^{\rho} \partial_{\sigma} \widetilde{R}^{[\mu \nu \mid \lambda \sigma]} \\
& +\widetilde{R}_{(\mu \nu \mid \rho \sigma)} \widetilde{F}_{20}(\square) \partial^{\nu} \partial^{\sigma} \partial_{\alpha} \partial_{\beta} \widetilde{R}^{\mu \alpha \rho \beta}+\widetilde{R}_{[\mu \nu \mid \rho \sigma]} \widetilde{F}_{21}(\square) \partial^{\nu} \partial^{\sigma} \partial_{\alpha} \partial_{\beta} \widetilde{R}^{\mu \alpha \rho \beta} \\
& +\widetilde{R}_{\mu \nu \rho \sigma} \widetilde{F}_{22}(\square) \partial^{\nu} \partial^{\sigma} \partial_{\alpha} \partial_{\beta} \widetilde{R}^{(\mu \alpha \mid \rho \beta)}+\widetilde{R}_{\mu \nu \rho \sigma} \widetilde{F}_{23}(\square) \partial^{\nu} \partial^{\sigma} \partial_{\alpha} \partial_{\beta} \widetilde{R}^{[\mu \alpha \mid \rho \beta]} \\
& +K_{\mu \nu \rho} \widetilde{F}_{24}(\square) K^{\mu \nu \rho}+K_{\mu \nu \rho} \widetilde{F}_{25}(\square) K^{\mu \rho \nu}+K_{\mu}{ }_{\mu}{ }_{\rho} \widetilde{F}_{26}(\square) K_{\sigma}^{\mu \sigma} \\
& +K_{\nu \rho}^{\mu} \widetilde{F}_{27}(\square) \partial_{\mu} \partial_{\sigma} K^{\sigma \nu \rho}+K_{\nu \rho}^{\mu} \widetilde{F}_{28}(\square) \partial_{\mu} \partial_{\sigma} K^{\sigma \rho \nu}+K_{\mu}^{\rho}{ }_{\nu} \widetilde{F}_{29}(\square) \partial_{\rho} \partial_{\sigma} K^{\mu \nu \sigma} \\
& +K_{\mu}{ }^{\rho}{ }_{\nu} \widetilde{F}_{30}(\square) \partial_{\rho} \partial_{\sigma} K^{\mu \sigma \nu}+K_{\rho}^{\mu \rho} \widetilde{F}_{31}(\square) \partial_{\mu} \partial_{\nu} K^{\nu \sigma}{ }_{\sigma} \\
& +K_{\mu}^{\nu \rho} \widetilde{F}_{32}(\square) \partial_{\nu} \partial_{\rho} \partial_{\alpha} \partial_{\sigma} K^{\mu \alpha \sigma}+K_{\lambda \sigma}^{\lambda} \widetilde{F}_{33}(\square) \partial_{\rho} \partial_{\nu} K^{\nu \rho \sigma} \\
& +\widetilde{R}_{\nu \rho \sigma}^{\mu} \widetilde{F}_{34}(\square) \partial_{\mu} K^{\nu \rho \sigma}+\widetilde{R}_{\mu \nu}{ }^{\rho}{ }_{\sigma} \widetilde{F}_{35}(\square) \partial_{\rho} K^{\mu \nu \sigma}+\widetilde{R}_{(\rho \sigma)} \widetilde{F}_{36}(\square) \partial_{\nu} K^{\nu \rho \sigma} \\
& +\widetilde{R}_{[\rho \sigma]} \widetilde{F}_{37}(\square) \partial_{\nu} K^{\nu \rho \sigma}+\widetilde{R}_{\rho \sigma} \widetilde{F}_{38}(\square) \partial_{\nu} K^{\rho \nu \sigma}+\widetilde{R}_{(\rho \sigma)} \widetilde{F}_{39}(\square) \partial^{\sigma} K^{\rho \mu}{ }_{\mu} \\
& +\widetilde{R}_{[\rho \sigma]} \widetilde{F}_{40}(\square) \partial^{\sigma} K^{\rho \mu}{ }_{\mu}+\widetilde{R} \widetilde{F}_{41}(\square) \partial_{\rho} K^{\rho \mu}{ }_{\mu}+\widetilde{R}_{\alpha}^{\mu}{ }_{\alpha}{ }_{\sigma} \widetilde{F}_{42}(\square) \partial_{\mu} \partial_{\rho} \partial_{\nu} K^{\nu(\alpha \sigma)} \\
& +\widetilde{R}_{\alpha}^{\mu}{ }_{\sigma}{ }_{\sigma} \widetilde{F}_{43}(\square) \partial_{\mu} \partial_{\rho} \partial_{\nu} K^{\nu[\alpha \sigma]}+\widetilde{R}_{\alpha}^{\mu}{ }_{\sigma}{ }_{\sigma} \widetilde{F}_{44}(\square) \partial_{\mu} \partial_{\rho} \partial_{\nu} K^{\alpha \nu \sigma} \\
& +\widetilde{R}_{\sigma)}^{(\mu} \widetilde{F}_{45}(\square) \partial_{\mu} \partial_{\nu} \partial_{\alpha} K^{\sigma \nu \alpha}+\widetilde{R}_{\sigma]}^{\mu} \widetilde{F}_{46}(\square) \partial_{\mu} \partial_{\nu} \partial_{\alpha} K^{\sigma \nu \alpha} \\
& +\widetilde{R}_{\mu \nu \lambda \sigma} \widetilde{F}_{47}(\square) \widetilde{R}^{\mu \lambda \nu \sigma}, \tag{4.24}
\end{align*}
$$
\]

where the $\widetilde{F}_{i}(\square)$ 's are functions of the d'Alembertian $\square=\eta_{\mu \nu} \partial^{\mu} \partial^{\nu}$, which have the same form as (4.2), namely

$$
\begin{equation*}
\widetilde{F}_{i}(\square)=\sum_{n=0}^{N} \tilde{f}_{i, n}\left(\frac{\square}{M_{S}}\right)^{n}, \tag{4.25}
\end{equation*}
$$

where $M_{S}$ holds for the mass defining the scale at which non-localities starts to play a role. Also, in the previous expression $n$ can be a finite (finite higher-order derivatives theories), or infinite (IDG) number, as we will consider from now onwards, since finite derivatives will incur ghosts and other instabilities. In the final Section

[^23]of this Chapter, we shall show how only considering an infinite number of derivatives in (4.25) one can avoid the ghosts appearance for the torsion sector, which extends the current results on the metric one [67].

Since one needs to recover the purely metric IDG action when the torsion is zero, there are some constraints in the form of the $\widetilde{F}$ functions. In order to obtain these relations, let us write the Lagrangian of the metric theory around a Minkowski background as presented in 67]

$$
\begin{align*}
\mathcal{L}_{\text {IDG }} & =\stackrel{\circ}{R} F_{1}(\square) \stackrel{\circ}{R}+\stackrel{\circ}{R} F_{2}(\square) \partial_{\mu} \partial_{\nu} \stackrel{\circ}{R}^{\mu \nu}+\stackrel{\circ}{R}_{\mu \nu} F_{3}(\square) \stackrel{\circ}{R}^{\mu \nu}+\stackrel{\circ}{R}_{\mu}^{\nu} F_{4}(\square) \partial_{\nu} \partial_{\lambda} \stackrel{\circ}{R}^{\mu \lambda} \\
& +\stackrel{\circ}{R}^{\lambda \sigma} F_{5}(\square) \partial_{\mu} \partial_{\sigma} \partial_{\nu} \partial_{\lambda} \stackrel{\circ}{R}^{\mu \nu}+\stackrel{\circ}{R}_{\mu \lambda} F_{6}(\square) \partial_{\nu} \partial_{\sigma} \stackrel{\circ}{R}^{\mu \nu \lambda \sigma}+\stackrel{\circ}{R}_{\mu \nu \lambda \sigma} F_{7}(\square) \stackrel{\circ}{R}^{\mu \nu \lambda \sigma} \\
& +\stackrel{\circ}{R}_{\rho \mu \nu \lambda} F_{8}(\square) \partial^{\rho} \partial_{\sigma} \stackrel{\circ}{R}^{\mu \nu \lambda \sigma}+\stackrel{\circ}{R}_{\mu \nu \rho \sigma} F_{9}(\square) \partial^{\nu} \partial^{\sigma} \partial_{\alpha} \partial_{\beta} \stackrel{\circ}{R}^{\mu \rho \rho \beta}, \tag{4.26}
\end{align*}
$$

and compare it with the Lagrangian in (4.24) in the limit when torsion goes to zero

$$
\begin{align*}
\mathcal{L}_{q}\left(K_{\nu \sigma}^{\mu} \rightarrow 0\right) & =\stackrel{\circ}{R} \widetilde{F}_{1}(\square) \stackrel{\circ}{R}+\stackrel{\circ}{R} \widetilde{F}_{2}(\square) \partial_{\mu} \partial_{\nu} \stackrel{\circ}{R}^{\mu \nu}+\stackrel{\circ}{R}_{\mu \nu} \widetilde{F}_{3}(\square) \stackrel{\circ}{R}^{\mu \nu} \\
& +\stackrel{\circ}{R}_{\mu}{ }^{\nu}\left(\widetilde{F}_{5}(\square)+\widetilde{F}_{7}(\square)\right) \partial_{\nu} \partial_{\lambda} \stackrel{\circ}{R}^{\mu \lambda}+\stackrel{\circ}{R}^{\lambda \sigma} \widetilde{F}_{9}(\square) \partial_{\mu} \partial_{\sigma} \partial_{\nu} \partial_{\lambda} \stackrel{\circ}{R}^{\mu \nu} \\
& +\stackrel{\circ}{R}_{\mu \lambda}\left(\widetilde{F}_{10}(\square)+\widetilde{F}_{12}(\square)\right) \partial_{\nu} \partial_{\sigma} \stackrel{\circ}{R}^{\mu \nu \lambda \sigma} \\
& +\stackrel{\circ}{R}_{\mu \nu \lambda \sigma}\left(\widetilde{F}_{14}(\square)+\frac{\widetilde{F}_{47}(\square)}{2}\right) \stackrel{\circ}{R}^{\mu \nu \lambda \sigma} \\
& +\stackrel{\circ}{R}_{\rho \mu \nu \lambda}\left(\widetilde{F}_{16}(\square)+\widetilde{F}_{18}(\square)\right) \partial^{\rho} \partial_{\sigma} \stackrel{\circ}{R}^{\mu \nu \lambda \sigma} \\
& +\stackrel{\circ}{R}_{\mu \nu \rho \sigma}\left(\widetilde{F}_{20}(\square)+\widetilde{F}_{22}(\square)\right) \partial^{\nu} \partial^{\sigma} \partial_{\alpha} \partial_{\beta} \stackrel{\circ}{R}^{\mu \alpha \rho \beta} . \tag{4.27}
\end{align*}
$$

Then a straightforward comparison between Eqs. 4.26) and 4.27) makes it clear that the following relations need to hold

$$
\begin{align*}
& \tilde{F}_{1}(\square)=F_{1}(\square), \tilde{F}_{2}(\square)=F_{2}(\square), \tilde{F}_{3}(\square)=F_{3}(\square), \tilde{F}_{5}(\square)+\tilde{F}_{7}(\square)=F_{4}(\square), \\
& \tilde{F}_{9}(\square)=F_{5}(\square), \tilde{F}_{10}(\square)+\tilde{F}_{12}(\square)=F_{6}(\square), \tilde{F}_{14}(\square)+\frac{\widetilde{F}_{47}(\square)}{2}=F_{7}(\square),(4.28)  \tag{4.28}\\
& \tilde{F}_{16}(\square)+\tilde{F}_{18}(\square)=F_{8}(\square), \tilde{F}_{20}(\square)+\tilde{F}_{22}(\square)=F_{9}(\square) .
\end{align*}
$$

In order to check which are the terms that are of order $\mathcal{O}\left(h^{2}\right)$ in the Lagrangian (4.24), and get rid of redundant terms, we still need to substitute the linearized expressions of the curvature tensors, namely

$$
\begin{gather*}
\tilde{R}_{\mu \nu \rho \lambda}=\partial_{[\nu} \partial_{\rho} h_{\lambda \mu]}-\partial_{[\nu} \partial_{\lambda} h_{\rho \mu]}+2 \partial_{[\nu} K_{\rho \mid \mu] \lambda},  \tag{4.29}\\
\tilde{R}_{\mu \nu}=\partial_{\sigma} \partial_{(\nu} h_{\mu)}^{\sigma}-\frac{1}{2}\left(\partial_{\mu} \partial_{\nu} h+\square h_{\mu \nu}\right)-\partial_{\sigma} K_{\mu \nu}^{\sigma}+\partial_{\mu} K_{\sigma \nu}^{\sigma}, \tag{4.30}
\end{gather*}
$$

$$
\begin{equation*}
\tilde{R}=\partial_{\mu} \partial_{\nu} h^{\mu \nu}-\square h-2 \partial_{\mu} K_{\nu}^{\mu \nu}, \tag{4.31}
\end{equation*}
$$

We have computed each term appearing in the Lagrangian 4.24 separately. Explicit calculations can be found in Appendix B Finally, using the expressions obtained and performing a further simplification we obtain the linearised action which can be split in metric, torsion and the mixed terms as follows

$$
\begin{equation*}
S=-\int \mathrm{d}^{4} x\left(\mathcal{L}_{M}+\mathcal{L}_{M T}+\mathcal{L}_{T}\right)=S_{M}+S_{M T}+S_{T} \tag{4.32}
\end{equation*}
$$

where

$$
\begin{align*}
\mathcal{L}_{M}= & \frac{1}{2} h_{\mu \nu} \square a(\square) h^{\mu \nu}+h_{\mu}^{\alpha} b(\square) \partial_{\alpha} \partial_{\sigma} h^{\sigma \mu}+h c(\square) \partial_{\mu} \partial_{\nu} h^{\mu \nu}+\frac{1}{2} h \square d(\square) h \\
& +h^{\lambda \sigma} \frac{f(\square)}{\square} \partial_{\sigma} \partial_{\lambda} \partial_{\mu} \partial_{\nu} h^{\mu \nu},  \tag{4.33}\\
\mathcal{L}_{M T}= & h \square u(\square) \partial_{\rho} K^{\rho \sigma}{ }_{\sigma}+h_{\mu \nu} v_{1}(\square) \partial^{\mu} \partial^{\nu} \partial_{\rho} K_{\sigma}^{\rho \sigma}+h_{\mu \nu} v_{2}(\square) \partial^{\nu} \partial_{\sigma} \partial_{\rho} K^{\mu \sigma \rho} \\
& +h_{\mu \nu} \square w(\square) \partial_{\rho} K^{\rho \mu \nu},  \tag{4.34}\\
\mathcal{L}_{T}= & K^{\mu \sigma \lambda} p_{1}(\square) K_{\mu \sigma \lambda}+K^{\mu \sigma \lambda} p_{2}(\square) K_{\mu \lambda \sigma}+K_{\mu}^{\rho}{ }_{\rho} p_{3}(\square) K_{\sigma}^{\mu \sigma} \\
+ & K_{\nu \rho}^{\mu} q_{1}(\square) \partial_{\mu} \partial_{\sigma} K^{\sigma \nu \rho}+K_{\nu \rho}^{\mu} q_{2}(\square) \partial_{\mu} \partial_{\sigma} K^{\sigma \rho \nu}+K_{\mu}^{\rho}{ }_{\nu} q_{3}(\square) \partial_{\rho} \partial_{\sigma} K^{\mu \nu \sigma} \\
+ & K_{\mu}^{\rho}{ }_{\nu} q_{4}(\square) \partial_{\rho} \partial_{\sigma} K^{\mu \sigma \nu}+K_{\rho}^{\mu \rho} q_{5}(\square) \partial_{\mu} \partial_{\nu} K_{\sigma}^{\nu \sigma}+K_{\lambda \sigma}^{\lambda} q_{6}(\square) \partial_{\mu} \partial_{\alpha} K^{\sigma \mu \alpha} \\
+ & K_{\mu}^{\nu \rho}{ }_{s}(\square) \partial_{\nu} \partial_{\rho} \partial_{\alpha} \partial_{\sigma} K^{\mu \alpha \sigma} . \tag{4.35}
\end{align*}
$$

In order to get a deeper insight about how the functions involved in Eqs. 4.33, 4.34 and (4.35) are related with the $\tilde{F}_{i}(\square)$ 's in 4.24 , we refer to Appendix C. At this stage, it is interesting to note that $\mathcal{L}_{M}$ in 4.33) possesses metric terms only and coincides with the Lagrangian of the non-torsion case [67], as expected. On the other hand, $\mathcal{L}_{M T}$ in 4.34 contains the mixed terms between metric and torsion, whereas $\mathcal{L}_{T}$ contains only torsion expressions.

It is also worth calculating the local limit of 4.32) by taking $M_{S} \rightarrow \infty$, since it will allow us to know the conditions to be imposed in the non-local functions in order to recover a PG theory in the IR. For the detailed calculations we refer the reader to Appendix $\square$ Here we will just summarise that the local limit of the theory is

$$
\begin{align*}
\mathcal{L}_{\mathrm{GPG}}= & \tilde{R}+b_{1} \tilde{R}^{2}+b_{2} \tilde{R}_{\mu \nu \rho \sigma} \tilde{R}^{\mu \nu \rho \sigma}+b_{3} \tilde{R}_{\mu \nu \rho \sigma} \tilde{R}^{\rho \sigma \mu \nu}+2\left(b_{1}-b_{2}-b_{3}\right) \tilde{R}_{\mu \nu \rho \sigma} \tilde{R}^{\mu \rho \nu \sigma} \\
& +b_{5} \tilde{R}_{\mu \nu} \tilde{R}^{\mu \nu}-\left(4 b_{1}+b_{5}\right) \tilde{R}_{\mu \nu} \tilde{R}^{\nu \mu}+a_{1} K_{\mu \nu \rho} K^{\mu \nu \rho}+a_{2} K_{\mu \nu \rho} K^{\mu \rho \nu} \\
& +a_{3} K_{\nu}{ }^{\mu}{ }_{\mu} K^{\nu \rho}{ }_{\rho}+c_{1} K_{\nu \rho}^{\mu} \nabla_{\mu} \nabla_{\sigma} K^{\sigma \nu \rho}+c_{2} K_{\nu \rho}^{\mu} \nabla_{\mu} \nabla_{\sigma} K^{\sigma \rho \nu} \\
& +c_{3} K_{\mu}{ }^{\mu}{ }_{\nu} \nabla_{\rho} \nabla_{\sigma} K^{\mu \nu \sigma}+c_{4} K_{\mu}{ }^{\rho}{ }_{\nu} \nabla_{\rho} \nabla_{\sigma} K^{\mu \sigma \nu}, \tag{4.36}
\end{align*}
$$

given that the conditions in (D.7) are met.
As we saw in Section 2.3, the fact that the terms of the form $\nabla_{\mu} K^{\mu}{ }_{\nu \rho} \nabla_{\sigma} K^{\sigma \nu \rho}$ are part of the Lagrangian can contribute to make the vector modes present in the theory ghost-free in the IR limit. We shall prove that the two vector modes can be made ghost-free in the proposed non-local extension of PG gravity.

### 4.2.1 Field equations

Since the connection under consideration is different from the Levi-Civita one, and consequently the metric and the connections are a priori independent, we will have two set of equations, namely

- Einstein Equations: Variation of the action (4.32, with respect to the metric:

$$
\begin{equation*}
\frac{\delta_{g} S_{M}}{\delta g^{\mu \nu}}+\frac{\delta_{g} S_{M T}}{\delta g^{\mu \nu}}=0 \tag{4.37}
\end{equation*}
$$

- Cartan Equations: Variation of the action (4.32), with respect to the contortion ${ }^{4}$

$$
\begin{equation*}
\frac{\delta_{K} S_{M T}}{\delta K_{\nu \rho}^{\mu}}+\frac{\delta_{K} S_{T}}{\delta K_{\nu \rho}^{\mu}}=0 \tag{4.38}
\end{equation*}
$$

It is interesting to note that $\frac{\delta_{g} S_{M}}{\delta g^{\mu \nu}}$ has already been calculated in [67], although, calculations involving such a term have been performed again as a consistency check. Let us sketch the calculations leading towards the field equations.

## Einstein Equations

Performing variations with respect to the metric in $S_{M}$, we find

$$
\begin{align*}
\frac{\delta_{g} S_{M}}{\delta g^{\mu \nu}} & =\square a(\square) h_{\mu \nu}+b(\square) \partial_{\sigma} \partial_{(\nu} h_{\mu)}^{\sigma}+c(\square)\left[\partial_{\mu} \partial_{\nu} h+\eta_{\mu \nu} \partial_{\rho} \partial_{\sigma} h^{\rho \sigma}\right]+\eta_{\mu \nu} \square d(\square) h \\
& +2 \frac{f(\square)}{\square} \partial_{\mu} \partial_{\nu} \partial_{\rho} \partial_{\sigma} h^{\rho \sigma}, \tag{4.39}
\end{align*}
$$

which is compatible with the results in Ref. [67]. For $S_{M T}$, we have

$$
\begin{align*}
\frac{\delta_{g} S_{M T}}{\delta g^{\mu \nu}} & =\eta_{\mu \nu} \square u(\square) \partial_{\rho} K_{\sigma}^{\rho \sigma}+v_{1}(\square) \partial_{\mu} \partial_{\nu} \partial_{\rho} K_{\sigma}^{\rho \sigma}+v_{2}(\square) \partial_{\sigma} \partial_{\rho} \partial_{(\nu} K_{\mu)}^{\sigma \rho} \\
& +\square w(\square) \partial_{\rho} K_{(\mu \nu)}^{\rho} . \tag{4.40}
\end{align*}
$$

[^24]Therefore, the resulting Einstein's equations are

$$
\begin{align*}
& \square a(\square) h_{\mu \nu}+b(\square) \partial_{\sigma} \partial_{(\nu} h_{\mu)}^{\sigma}+c(\square)\left[\partial_{\mu} \partial_{\nu} h+\eta_{\mu \nu} \partial_{\rho} \partial_{\sigma} h^{\rho \sigma}\right]+\eta_{\mu \nu} \square d(\square) h \\
& +2 \frac{f(\square)}{\square} \partial_{\mu} \partial_{\nu} \partial_{\rho} \partial_{\sigma} h^{\rho \sigma}+\eta_{\mu \nu} \square u(\square) \partial_{\rho} K_{\sigma}^{\rho \sigma}+v_{1}(\square) \partial_{\mu} \partial_{\nu} \partial_{\rho} K_{\sigma}^{\rho \sigma} \\
& +v_{2}(\square) \partial_{\sigma} \partial_{\rho} \partial_{(\nu} K_{\mu)}^{\sigma \rho}+\square w(\square) \partial_{\rho} K_{(\mu \nu)}^{\rho}=\tau_{\mu \nu} \tag{4.41}
\end{align*}
$$

where $\tau_{\mu \nu}=\delta S_{\text {matter }} / \delta g^{\mu \nu}$ is the usual energy-momentum tensor for matter fields. At this stage, we can resort to the conservation of the energy-momentum tensor, $\partial_{\mu} \tau^{\mu \nu}=0$, to find the following constraints on the functions involved in 4.41)

$$
\begin{align*}
& a(\square)+b(\square)=0, c(\square)+d(\square)=0, b(\square)+c(\square)+f(\square)=0, \\
& u(\square)+v_{1}(\square)=0, \quad v_{2}(\square)-w(\square)=0 \tag{4.42}
\end{align*}
$$

We can also prove these constraints by looking at the explicit expression of the functions in Eq. 4.42) provided in the Appendix $C$

## Cartan Equations

On the other hand, performing variations with respect to the contortion, we find

$$
\begin{align*}
\frac{\delta S_{M T}}{\delta K_{\nu \rho}^{\mu}}= & -\square u(\square) \partial_{[\mu} \eta^{\rho] \nu} h-v_{1}(\square) \partial^{\alpha} \partial^{\beta} \partial_{[\mu} \eta^{\rho] \nu} h_{\alpha \beta}-v_{2}(\square) \partial^{\beta} \partial^{\nu} \partial^{[\rho} h_{\mu] \beta} \\
& -\square w(\square) \partial_{[\mu} h^{\rho] \nu}, \tag{4.43}
\end{align*}
$$

and

$$
\begin{align*}
\frac{\delta S_{T}}{\delta K_{\nu \rho}^{\mu}}= & 2 p_{1}(\square) K_{\mu}^{\nu \rho}+2 p_{2}(\square) K_{[\mu}^{\rho] \nu}+2 p_{3}(\square) \eta^{\nu[\rho} K_{\mu] \sigma}^{\sigma} \\
& -2 q_{1}(\square) \partial_{\sigma} \partial_{[\mu} K^{\rho] \nu \sigma}+2 q_{2}(\square) \partial_{\sigma} \partial_{[\mu} K^{\sigma \mid \rho] \nu} \\
& +q_{3}(\square)\left(\partial^{\nu} \partial_{\sigma} K_{[\mu}{ }^{\rho] \sigma}+\partial_{\sigma} \partial^{[\rho} K_{\mu]}^{\sigma \nu}\right)+2 q_{4}(\square) \partial^{\nu} \partial_{\sigma} K_{\mu}{ }^{\sigma \rho} \\
& +2 q_{5}(\square) \eta^{\nu[\rho} \partial_{\mu]} \partial_{\lambda} K_{\sigma}^{\lambda \sigma}+q_{6}(\square)\left(\partial_{\lambda} \partial_{\alpha} \eta_{[\mu}^{\nu} K^{\rho] \lambda \alpha}-\partial^{\nu} \partial^{[\rho} K_{\mu] \lambda}^{\lambda}\right) \\
& +2 s(\square) \partial^{\sigma} \partial^{\lambda} \partial^{\nu} \partial^{[\rho} K_{\mu] \sigma \lambda} . \tag{4.44}
\end{align*}
$$

This leads us to the Cartan Equations

$$
\begin{align*}
& -\square u(\square) \partial_{[\mu} \eta^{\rho] \nu} h-v_{1}(\square) \partial^{\alpha} \partial^{\beta} \partial_{[\mu} \eta^{\rho] \nu} h_{\alpha \beta}-v_{2}(\square) \partial^{\beta} \partial^{\nu} \partial^{[\rho} h_{\mu] \beta} \\
& -\square w(\square) \partial_{[\mu} h^{\rho] \nu}+2 p_{1}(\square) K_{\mu}^{\nu \rho}+2 p_{2}(\square) K_{[\mu}^{\rho] \nu}+2 p_{3}(\square) \eta^{\nu[\rho} K_{\mu]}^{\sigma} \sigma \\
& -\quad 2 q_{1}(\square) \partial_{\sigma} \partial_{[\mu} K^{\rho] \nu \sigma}+2 q_{2}(\square) \partial_{\sigma} \partial_{[\mu} K^{\sigma \mid \rho] \nu} \\
& +\quad q_{3}(\square)\left(\partial^{\nu} \partial_{\sigma} K_{[\mu}^{\rho] \sigma}+\partial_{\sigma} \partial^{[\rho} K_{\mu]}^{\sigma \nu}\right)+2 q_{4}(\square) \partial^{\nu} \partial_{\sigma} K_{\mu}^{\sigma \rho} \\
& +\quad 2 q_{5}(\square) \eta^{\nu[\rho} \partial_{\mu]} \partial_{\lambda} K_{\sigma}^{\lambda \sigma}+q_{6}(\square)\left(\partial_{\lambda} \partial_{\alpha} \eta_{[\mu}^{\nu} K^{\rho] \lambda \alpha}-\partial^{\nu} \partial^{[\rho} K_{\mu] \lambda}^{\lambda}\right) \\
& +\quad 2 s(\square) \partial^{\sigma} \partial^{\lambda} \partial^{\nu} \partial^{[\rho} K_{\mu] \sigma \lambda}=\Sigma_{\mu}^{\nu \rho}, \tag{4.45}
\end{align*}
$$

where $\Sigma_{\mu}{ }^{\nu \rho}=\delta S_{\text {matter }} / \delta K_{\nu \rho}^{\mu}$. From these field equations 4.41 and 4.45) exact solutions cannot be obtained easily. In order to solve them, in the following we shall decompose the contortion field $K_{\mu \nu \rho}$ into its three irreducible components.

### 4.2.2 Torsion decomposition

In four dimensions, the torsion field $T_{\mu \nu \rho}$, as well as the contortion field $K_{\mu \nu \rho}$ (since it is also a three rank tensor with two antisymmetric indices), can be decomposed into three irreducible Lorentz invariant terms [121], as we saw at the end of Section 2.2. By abusing the language we will denote the two vectors and the tensor of contortion decomposition equal to those of the torsion decomposition.
This decomposition turns out to be very useful, thanks to the fact that the three terms in Eq. 2.67) propagate different dynamical off-shell degrees of freedom. Hence, it is convenient to study each of them separately, compared to the whole torsion contribution at the same time. Also interaction with matter, more specifically with fermions, is only made via the axial vector ${ }^{5}$ [121]. That is why the two remaining components are usually known as inert torsion. Under this decomposition we will study how the torsion related terms in the linearised Lagrangian in Eq. (4.32) change, and how to rederive the corresponding field equations. Introducing (2.68) (in terms of the contortion), and the constrains of the functions obtained in (4.42), in (4.34) we find that the mixed term of the Lagrangian becomes

$$
\begin{align*}
\mathcal{L}_{M T} & =h \square\left(u(\square)+\frac{1}{3} v_{2}(\square)\right) \partial_{\mu} T^{\mu}-h_{\mu \nu}\left(u(\square)+\frac{1}{3} v_{2}(\square)\right) \partial^{\mu} \partial^{\nu} \partial_{\rho} T^{\rho} \\
& +h_{\mu \nu} v_{2}(\square) \partial^{\nu} \partial_{\rho} \partial_{\sigma} q^{\mu \rho \sigma}+h_{\mu \nu} \square v_{2}(\square) \partial_{\sigma} q^{\mu \nu \sigma} . \tag{4.46}
\end{align*}
$$

[^25]Now, integrating by parts and using the linearised expression for the Ricci scalar we find

$$
\begin{align*}
\mathcal{L}_{M T} & =-\stackrel{\AA}{R}\left(u(\square)+\frac{1}{3} v_{2}(\square)\right) \partial_{\mu} T^{\mu}+h_{\mu \nu} v_{2}(\square) \partial^{\nu} \partial_{\rho} \partial_{\sigma} q^{\mu \rho \sigma} \\
& +h_{\mu \nu} \square v_{2}(\square) \partial_{\sigma} q^{\mu \nu \sigma} \tag{4.47}
\end{align*}
$$

The first term accounts for a non-minimal coupling of the trace vector with the curvature, which, as seen in Section 2.3. is known for producing ghostly degrees of freedom. Therefore, for stability reasons we impose $v_{2}(\square)=-3 u(\square)$, finally obtaining

$$
\begin{equation*}
\mathcal{L}_{M T}=-3 h_{\mu \nu} u(\square) \partial^{\nu} \partial_{\rho} \partial_{\sigma} q^{\mu \rho \sigma}-3 h_{\mu \nu} \square u(\square) \partial_{\sigma} q^{\mu \nu \sigma} . \tag{4.48}
\end{equation*}
$$

In order to obtain the pure torsion part of the Lagrangian we substitute (2.68), in terms of the contortion, into 4.35

$$
\begin{align*}
\mathcal{L}_{T} & =\frac{1}{6} S_{\mu}\left(p_{2}(\square)-p_{1}(\square)\right) S^{\mu}+\frac{1}{9} \partial_{[\mu} S_{\nu]}\left(q_{1}(\square)-q_{2}(\square)-q_{3}(\square)+q_{4}(\square)\right) \partial^{[\mu} S^{\nu]} \\
& +\frac{1}{3} T_{\mu}\left(2 p_{1}(\square)+p_{2}(\square)+3 p_{3}(\square)+\frac{1}{2} s(\square) \square^{2}\right) T^{\mu} \\
& -\frac{2}{9} \partial_{[\mu} T_{\nu]}\left(q_{1}(\square)+q_{3}(\square)+2 q_{4}(\square)-3 q_{6}(\square)\right) \partial^{[\mu} T^{\nu]} \\
& -\frac{1}{9} \partial_{\mu} T^{\mu}\left(3 q_{1}(\square)+3 q_{2}(\square)+9 q_{5}(\square)-s(\square) \square\right) \partial_{\nu} T^{\nu}+q_{\mu \nu \rho} p_{1}(\square) q^{\mu \nu \rho} \\
& +q_{\mu \nu \rho} p_{2}(\square) q^{\mu \rho \nu}+q_{\nu \rho}^{\mu} q_{1}(\square) \partial_{\mu} \partial_{\sigma} q^{\sigma \nu \rho}+q_{\nu \rho}^{\mu} q_{2}(\square) \partial_{\mu} \partial_{\sigma} q^{\sigma \rho \nu} \\
& +q_{\mu}^{\rho}{ }_{\nu} q_{3}(\square) \partial_{\rho} \partial_{\sigma} q^{\mu \nu \sigma}+q_{\mu}^{\rho}{ }_{\nu} q_{4}(\square) \partial_{\rho} \partial_{\sigma} q^{\mu \sigma \nu}+q^{\mu \nu \rho} s(\square) \partial_{\nu} \partial_{\rho} \partial_{\sigma} \partial_{\lambda} q_{\mu}{ }^{\sigma \lambda} \\
& +\frac{1}{3} T_{\mu}\left(2 q_{1}(\square)+2 q_{3}(\square)+4 q_{4}(\square)-3 q_{6}(\square)+2 s(\square) \square\right) \partial_{\nu} \partial_{\rho} q^{\mu \nu \rho} \\
& +\frac{1}{2} \varepsilon_{\mu \nu \rho \sigma} q^{\rho \lambda \sigma} q_{3}(\square) \partial_{\lambda} \partial^{\nu} S^{\mu} \tag{4.49}
\end{align*}
$$

Now we can proceed to calculate the field equations under the torsion decomposition. Varying the complete decomposed Lagrangian formed of 4.48), 4.49, and $\mathcal{L}_{M}$, with respect to the metric we find the Einstein Equations:

$$
\begin{align*}
& \square a(\square) h_{\mu \nu}+b(\square) \partial_{\sigma} \partial_{(\nu} h_{\mu)}^{\sigma}+c(\square)\left[\partial_{\mu} \partial_{\nu} h+\eta_{\mu \nu} \partial_{\rho} \partial_{\sigma} h^{\rho \sigma}\right]+\eta_{\mu \nu} \square d(\square) h \\
& +2 \frac{f(\square)}{\square} \partial_{\mu} \partial_{\nu} \partial_{\rho} \partial_{\sigma} h^{\rho \sigma}-3 u(\square) \partial_{\sigma} \partial_{\rho} \partial_{(\nu} q_{\mu)}^{\sigma \rho}-3 \square u(\square) \partial_{\rho} q_{(\mu \nu)}^{\rho}=\tau_{\mu \nu}, \quad(4.5 \tag{4.50}
\end{align*}
$$

where we can see that the vectorial parts of the torsion tensor do not appear. On the other hand, performing variations with respect to the three different invariants of the torsion we find the corresponding Cartan Equations:

- Variations with respect to the axial vector $S^{\mu}$

$$
\begin{align*}
& \frac{1}{6}\left(p_{2}(\square)-p_{1}(\square)\right) S_{\mu} \\
& +\frac{1}{18}\left(q_{1}(\square)-q_{2}(\square)-q_{3}(\square)+q_{4}(\square)\right)\left(\partial_{\mu} \partial_{\nu} S^{\nu}-\square S_{\mu}\right) \\
& +\frac{1}{2} \varepsilon_{\mu \nu \rho \sigma} q_{3}(\square) \partial_{\lambda} \partial^{\nu} q^{\rho \lambda \sigma}=\frac{\delta \mathcal{L}_{\text {matter }}}{\delta S^{\mu}} . \tag{4.51}
\end{align*}
$$

- Variations with respect to the trace vector $T^{\mu}$

$$
\begin{align*}
& \frac{1}{3}\left(2 p_{1}(\square)+p_{2}(\square)+3 p_{3}(\square)+\frac{1}{2} s(\square) \square^{2}\right) T_{\mu} \\
& -\frac{1}{9}\left(q_{1}(\square)+q_{3}(\square)+2 q_{4}(\square)-3 q_{6}(\square)\right)\left(\partial_{\mu} \partial_{\nu} T^{\nu}-\square T_{\mu}\right) \\
& +\frac{1}{9}\left(3 q_{1}(\square)+3 q_{2}(\square)+9 q_{5}(\square)-s(\square) \square\right) \partial_{\mu} \partial_{\nu} T^{\nu} \\
& +\frac{1}{3}\left(2 q_{1}(\square)+2 q_{3}(\square)+4 q_{4}(\square)-3 q_{6}(\square)+2 s(\square) \square\right) \partial_{\nu} \partial_{\rho} q_{\mu}^{\nu \rho} \\
& =\frac{\delta \mathcal{L}_{\text {matter }}}{\delta T^{\mu}} \tag{4.52}
\end{align*}
$$

- Variations with respect to the tensor part $q^{\mu \nu \rho}$

$$
\begin{align*}
& p_{1}(\square) q_{\mu \nu \rho}+p_{2}(\square) q_{[\mu \rho] \nu}+q_{1}(\square) \partial_{[\mu} \partial_{\sigma} q_{\nu \rho]}^{\sigma}+q_{2}(\square) \partial_{[\mu} \partial_{\sigma} q_{\rho] \nu}^{\sigma} \\
& +q_{3}(\square) \partial_{\sigma} \partial_{[\rho} q_{\mu] \quad}^{\sigma} \quad{ }_{\nu}+q_{4}(\square) \partial_{\nu} \partial_{\sigma} q_{\mu}^{\sigma}{ }_{\rho}+s(\square) \partial_{\nu} \partial_{\sigma} \partial_{\lambda} \partial_{[\rho} q_{\mu]}^{\sigma \lambda} \\
& +\frac{1}{3}\left(2 q_{1}(\square)+2 q_{3}(\square)+4 q_{4}(\square)-3 q_{6}(\square)+2 s(\square) \square\right) \partial_{\nu} \partial_{\rho} T_{\mu} \\
& =\frac{\delta \mathcal{L}_{\text {matter }}}{\delta q^{\mu \nu \rho}} . \tag{4.53}
\end{align*}
$$

These decomposed equations will help us to find exact solutions of the theory, as we will see in the following section.

### 4.3 Ghost and singularity free solutions

In this Section we shall find solutions of the proposed UV extension of PG gravity, provided there exists a fermion as a source, and assuming that both axial and trace torsion are different from zerd ${ }^{6}$ For the usual IDG theory, solutions for this

[^26]configuration were presented in [257]. In order to render our case clearer, we have divided the calculations in the following two subsections. In the first one, we will solve Cartan equations to obtain the torsion tensor, while in the second one we will solve Einstein equations for the metric tensor.

### 4.3.1 Cartan Equations

Let us write down the linearised Lagrangian decomposed into the two vector invariants, where the tensor component of the torsion has been set to zero. Thus,

$$
\begin{align*}
\mathcal{L}= & \mathcal{L}_{M}+\frac{1}{6} S_{\mu}\left(p_{2}(\square)-p_{1}(\square)\right) S^{\mu} \\
& +\frac{1}{9} \partial_{[\mu} S_{\nu]}\left(q_{1}(\square)-q_{2}(\square)-q_{3}(\square)+q_{4}(\square)\right) \partial^{[\mu} S^{\nu]} \\
& +\frac{1}{3} T_{\mu}\left(2 p_{1}(\square)+p_{2}(\square)+3 p_{3}(\square)+\frac{1}{2} s(\square) \square^{2}\right) T^{\mu} \\
& -\frac{2}{9} \partial_{[\mu} T_{\nu]}\left(q_{1}(\square)+q_{3}(\square)+2 q_{4}(\square)-3 q_{6}(\square)\right) \partial^{[\mu} T^{\nu]} \\
& -\frac{1}{9} \partial_{\mu} T^{\mu}\left(3 q_{1}(\square)+3 q_{2}(\square)+9 q_{5}(\square)-s(\square) \square\right) \partial_{\nu} T^{\nu}, \tag{4.54}
\end{align*}
$$

where we have taken into account the constraints on the functions in 4.42 and the stability condition for the trace vector found in the previous section, namely $v_{2}(\square)=-3 u(\square)$. Due to these conditions, there are no mixed terms between metric and torsion, so the Cartan and Einstein Equations would be decoupled.
Despite these constraints, the torsion part of the Lagrangian 4.54) is far from being stable, so before finding some solutions we need to explore under which form of the functions the theory does not have any pathologies.
By taking a closer look at (4.54) we realise that, as it is usual in metric IDG, we can make the combinations of the non-local functions to be described by an entire function. Such an entire function would not introduce any new poles in the propagators, so that we can use the same stability arguments as in the local theory. This means that

$$
\begin{align*}
& p_{2}(\square)-p_{1}(\square)=C_{1} \mathrm{e}^{-\frac{\square}{M_{S}^{2}}}, \\
& q_{1}(\square)-q_{2}(\square)-q_{3}(\square)+q_{4}(\square)=C_{2} \mathrm{e}^{-\frac{\square}{M_{S}^{2}}}, \\
& 2 p_{1}(\square)+p_{2}(\square)+3 p_{3}(\square)+\frac{1}{2} s(\square) \square{ }^{2}=C_{3} \mathrm{e}^{-\frac{\square}{M_{S}^{2}}},  \tag{4.55}\\
& q_{1}(\square)+q_{3}(\square)+2 q_{4}(\square)-3 q_{6}(\square)=C_{4} \mathrm{e}^{-\frac{\square}{M_{S}^{2}}}, \\
& 3 q_{1}(\square)+3 q_{2}(\square)+9 q_{5}(\square)-s(\square) \square=C_{5} \mathrm{e}^{-\frac{\square}{M_{S}^{2}}},
\end{align*}
$$

where the $C_{i}$ are constants and we have used the exponential as a paradigmatic example of an entire function.
This gives us the following Lagrangian

$$
\begin{align*}
\mathcal{L}= & \mathcal{L}_{M}+\frac{1}{6} C_{1} \hat{S}_{\mu} \hat{S}^{\mu}+\frac{1}{9} C_{2} \partial_{[\mu} \hat{S}_{\nu]} \partial^{[\mu} \hat{S}^{\nu]}+\frac{1}{3} C_{3} \hat{T}_{\mu} \hat{T}^{\mu}-\frac{2}{9} C_{4} \partial_{[\mu} \hat{T}_{\nu]} \partial^{[\mu} \hat{T}^{\nu]} \\
& -\frac{1}{9} C_{5} \partial_{\mu} \hat{T}^{\mu} \partial_{\nu} \hat{T}^{\nu}, \tag{4.56}
\end{align*}
$$

where $\hat{S}^{\mu}=\mathrm{e}^{-\frac{\square}{2 M_{S}^{2}}} S^{\mu}$ and $\hat{T}^{\mu}=\mathrm{e}^{-\frac{\square}{2 M_{S}^{2}}} T^{\mu}$. From the standard theory of vector fields we know that the last term introduces ghostly degrees of freedom, therefore we need to impose that $C_{5}=0$. Moreover, the kinetic terms of both vectors need to be positive, hence we also have the conditions $C_{2}>0$ and $C_{4}<0$.

At this time we know that our theory is absent of ghosts, and we are ready to find some possible solutions, that we will show can be singularity-free. We will study the solutions of the trace and axial vector separately in the following Subsections. This is indeed possible since parity breaking terms in the action are not considered, so there are no mixed trace-axial terms.

## Axial vector and the ring singularity

First, we will consider the Cartan Equations for the axial vector 4.51) with a fermionic source term

$$
\begin{equation*}
\tilde{C}_{1} S_{\mu}+\tilde{C}_{2}\left(\partial_{\mu} \partial_{\nu} S^{\nu}-\square S_{\mu}\right)=\mathrm{e}^{\frac{\square}{M_{S}^{2}}} B_{\mu} \tag{4.57}
\end{equation*}
$$

where $\tilde{C}_{1}=\frac{1}{6} C_{1}, \tilde{C}_{2}=\frac{1}{18} C_{2}$, and $B_{\mu}=\frac{\delta \mathcal{L}_{\text {fermion }}^{\delta S^{\mu}}}{\delta \text { accounts for the internal spin }}$ of the fermion, which minimally couples to the axial vector [121]. Equation 4.57) describes a non-local Proca field in a Minkowski spacetime. Furthermore, this nonlocal aspect cannot be hidden by a redefinition of the field since there is a source term $B_{\mu}$.

In order to find a solution of Eq. 4.57) for the axial vector, we shall assume the transverse condition $\partial_{\mu} S^{\mu}=0$. Moreover, we need to provide a form of the $A_{\mu}$ function. Since we are trying to prove that in the UV extension of PG we can also avoid singularities, we will consider the "most singular" possible configuration, and see if we are able to ameliorate it. In this case, since fermions have an intrinsic spin, instead of having a Dirac-delta point source, we would need to consider a singular source endowed with angular momentum. Indeed, we would need a rotating singular Dirac-delta ring, where we shall fix the angular momentum to be in $z$ direction.

We will use cartesian coordinates, in which the singular source can be expressed as

$$
\left\{\begin{array}{c}
B^{z}=A \delta(z) \delta\left(x^{2}+y^{2}-R^{2}\right)  \tag{4.58}\\
B^{\mu}=0 \quad, \quad \mu=t, x, y
\end{array}\right.
$$

where $A$ is a constant. Then, the homogeneous solution of the Equation 4.57 will be the local Proca solution, and will propagate three stable degrees of freedom. Due to the specific source $\sqrt{4.58}$, the $z$ component of the axial vector will also have an additional non-local term, that will be given by the particular solution of 4.57. In order to obtain it, we shall substitute this source 4.58 into Equation 4.57, and taking into account the gauge choice that we mentioned, we find that

$$
\begin{equation*}
\left(\tilde{C}_{1}-\tilde{C}_{2} \square\right) \mathrm{e}^{-\frac{\square}{M_{S}^{2}}} S^{z}=A \delta(z) \delta\left(x^{2}+y^{2}-R^{2}\right) \tag{4.59}
\end{equation*}
$$

where $R$ holds for the so-called Cartan radius of a singular rotating ring, where effectively the singularity is located. We shall now calculate the Fourier transform $\mathcal{F}$ of the source, as follows

$$
\begin{equation*}
\mathcal{F}\left[\delta(z) \delta\left(x^{2}+y^{2}-R^{2}\right)\right]=\pi \mathrm{J}_{0}\left(-R \sqrt{k_{x}^{2}+k_{y}^{2}}\right) \tag{4.60}
\end{equation*}
$$

where $\mathrm{J}_{0}$ represents the Bessel function of first kind $(n=0)$. Thus, applying the Fourier transform to Eq. (4.59) one obtains

$$
\begin{align*}
& \mathcal{F}\left[\left(\tilde{C}_{1}-\tilde{C}_{2} \square\right) \mathrm{e}^{-\square / M_{S}^{2}} S^{z}(\vec{x})\right]=\mathcal{F}\left[A \delta(z) \delta\left(x^{2}+y^{2}-R^{2}\right)\right] \Rightarrow \\
& \left(\tilde{C}_{1}+\tilde{C}_{2} k^{2}\right) \mathrm{e}^{k^{2} / M_{S}^{2}} S^{z}(\vec{k})=\pi A \mathrm{~J}_{0}\left(-R \sqrt{k_{x}^{2}+k_{y}^{2}}\right) \Rightarrow \\
& S^{z}(\vec{k})=\pi A \frac{\mathrm{e}^{-k^{2} / M_{S}^{2}}}{\tilde{C}_{1}+\tilde{C}_{2} k^{2}} \mathrm{~J}_{0}\left(-R \sqrt{k_{x}^{2}+k_{y}^{2}}\right), \tag{4.61}
\end{align*}
$$

Then, performing the inverse of the transform of 4.61) we find that the particular solution of Eq. 4.59 can be expressed as

$$
\begin{equation*}
S^{\mu}=\pi A^{\mu} \int \frac{\mathrm{d}^{3} k}{(2 \pi)^{3}} \frac{\mathrm{e}^{-k^{2} / M_{S}^{2}}}{\tilde{C}_{1}+\tilde{C}_{2} k^{2}} \mathrm{~J}_{0}\left(-R \sqrt{k_{x}^{2}+k_{y}^{2}}\right) \mathrm{e}^{i\left(k_{x} x+k_{y} y+k_{z} z\right)} \tag{4.62}
\end{equation*}
$$

where $\mathrm{d}^{3} k=\mathrm{d} k_{x} \mathrm{~d} k_{y} \mathrm{~d} k_{z}$ and $k^{2}=k_{x}^{2}+k_{y}^{2}+k_{z}^{2}$. In order to see how the axial vector behaves at the singularity $r=R$, we can restrict the study of the integral in (4.62) to the $z=0$ plane, since we have assumed that the ring rotation axis lies along the $z$ direction. By using cylindrical coordinates, $k_{x}=\xi \cos (\varphi), k_{y}=\xi \sin (\varphi), k_{z}=k_{z}$,
we obtain

$$
\begin{align*}
& S^{z}(r)=\pi A \int_{\xi=0}^{\xi=\infty} \int_{\varphi=0}^{\varphi=2 \pi} \int_{k_{z}=0}^{k_{z}=\infty} \frac{\xi \mathrm{d} \varphi \mathrm{~d} \xi \mathrm{~d} k_{z}}{(2 \pi)^{3}} \frac{\mathrm{e}^{-\left(\xi^{2}+k_{z}^{2}\right) / M_{S}^{2}}}{\tilde{C}_{1}+\tilde{C}_{2}\left(\xi^{2}+k_{z}^{2}\right)} \\
& \times \mathrm{J}_{0}(-R \xi) \mathrm{e}^{i \xi x \cos (\varphi)} \mathrm{e}^{i \xi y \sin (\varphi)}=\frac{\pi A}{(2 \pi)^{3}} \int_{\xi=0}^{\xi=\infty} \xi \mathrm{d} \xi \mathrm{~J}_{0}(-R \xi) \\
& \times\left(\int_{k_{z}=0}^{k_{z}=\infty} \mathrm{d} k_{z} \frac{\mathrm{e}^{-\left(\xi^{2}+k_{z}^{2}\right) / M_{S}^{2}}}{\tilde{C}_{1}+\tilde{C}_{2}\left(\xi^{2}+k_{z}^{2}\right)}\right)\left(\int_{\varphi=0}^{\varphi=2 \pi} \mathrm{~d} \varphi \mathrm{e}^{i \xi x \cos (\varphi)} \mathrm{e}^{i \xi y \sin (\varphi)}\right) \\
& =\frac{A}{8 \tilde{C}_{2}} \mathrm{e}^{\frac{\tilde{C}_{1}}{\tilde{C}_{2} M_{S}^{2}}} \int_{0}^{\infty} \mathrm{d} \xi \sqrt{\frac{\tilde{C}_{2} \xi^{2}}{\tilde{C}_{1}+\tilde{C}_{2} \xi^{2}}} \mathrm{~J} \mathrm{~J}_{0}(-R \xi) \mathrm{J} \mathrm{~J}_{0}(-\xi r) \\
& \times \operatorname{Erfc}\left(\sqrt{\frac{\tilde{C}_{1}+\tilde{C}_{2} \xi^{2}}{\tilde{C}_{2} M_{S}^{2}}}\right), \tag{4.63}
\end{align*}
$$

where $r^{2}=x^{2}+y^{2}$ and Erfc is the complementary error function. In order to performed the previous derivations we have further assumed that $\tilde{C}_{1}$ and $\tilde{C}_{2}$ are of the same sign, so that the integral in $k_{z}$ could be solved.
Since finding the analytically closed form of (4.63) is not possible, the integral can be solved numerically, as can be seen in Fig. 4.1 There one can check that in the case of stable local Poincaré Gauge theories of gravity, in the limit $M_{S} \rightarrow \infty$, the singularity at $r=R$ is unavoidable. Nevertheless, we can state that within the infinite derivative theory of Poincaré gravity, the ring singularity can be smeared out. Therefore, for IDG theories we conclude that the axial torsion is regular everywhere in presence of a Dirac-delta fermionic source with spin. This result is similar to the Kerr-like singularity which is cured in the infinite derivative metric theory of gravity [256]. Nevertheless, in this torsion infinite derivative theory of gravity, there is a crucial difference with respect to the purely metric one. In this case, since the Proca field is massive, i.e. $\tilde{C}_{1} \neq 0$, the non-local effects are visible even when we are far away from the source, due to the factor $\exp \left(\frac{\tilde{C}_{1}}{\tilde{C}_{2} M_{S}^{2}}\right)$. This occurs if the mass of the Proca field, modulated by $\tilde{C}_{1}$, is of the same order, or higher, than the mass scale of non-locality $M_{S}$. Then, this effect can be avoided if the mass of the Proca field is much smaller than the mass scale at which non-locality starts playing a role.

Finally, since this particular solution that we need to add to the $z$ component of the axial vector is static, it does not contribute to propagate more than the three degrees of freedom of the local Proca theory, therefore the solution is also ghostfree.
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Figure 4.1: Results of the numerical computation of 4.63) for the case of local theories of gravity (limit when $M_{S} \rightarrow \infty$ ) and in the proposed IDG theory with torsion. We have chosen $A=800 \mathrm{eV}, R=5.06 \mathrm{eV}^{-1}, M_{S}=1 \mathrm{eV}, \tilde{C}_{1}=0.1 \mathrm{eV}^{2}$ and $\tilde{C}_{2}=1$.

## Trace vector

Let us now explore the Cartan Equation for the trace vector 4.52

$$
\begin{equation*}
\frac{1}{3} C_{3} T_{\mu}-\frac{1}{9} C_{4}\left(\partial_{\mu} \partial_{\nu} T^{\nu}-\square T_{\mu}\right)=0 \tag{4.64}
\end{equation*}
$$

We observe that this is just the local Proca Equation for a vector field. Therefore, it will have the same plane-wave solutions propagating three stable degrees of freedom.
Moreover, it is important to stress that in this case the kinetic term can have the same sign as the one of the axial vector, something that is not possible for quadratic PG theories, as we saw in section 2.3

Now, with all the components for the torsion tensor calculated, we will solve Einstein's equations to obtain the corresponding metric $h_{\mu \nu}$.

### 4.3.2 Einstein Equations solutions

Let us recall that Einstein Equations for a fermionic source, where the tensor component of the torsion has been set to zero are given by (4.50):

$$
\begin{align*}
& \square a(\square) h_{\mu \nu}+b(\square) \partial_{\sigma} \partial_{(\nu} h_{\mu)}^{\sigma}+c(\square)\left(\partial_{\mu} \partial_{\nu} h+\eta_{\mu \nu} \partial_{\rho} \partial_{\sigma} h^{\rho \sigma}\right)+\eta_{\mu \nu} \square d(\square) h \\
& +2 \frac{f(\square)}{\square} \partial_{\mu} \partial_{\nu} \partial_{\rho} \partial_{\sigma} h^{\rho \sigma}=\tau_{\mu \nu}, \tag{4.65}
\end{align*}
$$

where $\tau_{\mu \nu}=\eta_{\sigma \nu} F_{\mu \rho} F^{\sigma \rho}-\frac{1}{4} \eta_{\mu \nu} F_{\sigma \rho} F^{\sigma \rho}, F_{\mu \nu}$ being the electromagnetic tensor. It is clear that this equation is the same as in the pure metric case, since the torsion terms do not contribute.
Now, if we apply the constraints that we obtained from the energy-momentum conservation, and ghost-free conditions in the metric sector, see Eq.(4.42), we are left with the following expression

$$
\begin{equation*}
\mathrm{e}^{-\square / M_{S}^{2}}\left(\square h_{\mu \nu}+\partial_{\mu} \partial_{\nu} h+\eta_{\mu \nu} \partial_{\rho} \partial_{\sigma} h^{\rho \sigma}-2 \partial_{\sigma} \partial_{(\nu} h_{\mu)}^{\sigma}-\eta_{\mu \nu} \square h\right)=\tau_{\mu \nu} . \tag{4.66}
\end{equation*}
$$

It is interesting to note that this equation has already been studied in Ref. [257], where a non-singular Reissner-Nordström solution were obtained for the same choice of the entire function in ghost free IDG, namely

$$
\begin{equation*}
\mathrm{d} s^{2}=-(1+2 \Phi(r)) \mathrm{d} t^{2}+(1-2 \Psi(r))\left(\mathrm{d} r^{2}+r^{2} \mathrm{~d} \Omega^{2}\right) \tag{4.67}
\end{equation*}
$$

where $\Phi(r)$ and $\Psi(r)$ take the following form [257]

$$
\begin{align*}
& \Phi(r)=-\frac{G m}{r} \operatorname{Erf}\left(\frac{M_{S} r}{2}\right)+\frac{G Q^{2} M_{S}}{2 r} \mathrm{~F}\left(\frac{M_{S} r}{2}\right),  \tag{4.68}\\
& \Psi(r)=-\frac{G m}{r} \operatorname{Erf}\left(\frac{M_{S} r}{2}\right)+\frac{G Q^{2} M_{S}}{4 r} \mathrm{~F}\left(\frac{M_{S} r}{2}\right), \tag{4.69}
\end{align*}
$$

in which $\operatorname{Erf}(x)$ is the error function and $\mathrm{F}(x)$ the Dawson function. This solution is non-singular when $r \rightarrow 0$ and recasts a Reissner-Nordström when $r \gg M_{S}^{-1}$.

### 4.4 Chapter conclusions and outlook

Within this chapter we have proposed a non-local extension of Poincaré Gauge gravity. For this purpose, first we have motivated the introduction of non-local terms into the action in order to ameliorate the singular behaviour at large energies.

Then, in section 4.2 we have constructed an Ultra-Violet extension of Poincaré Gauge Gravity and calculate the corresponding field equations.

Finally, in the last section of this chapter we have found solutions of the theory at the linear level, and proved that they can be made ghost and singularity free by adjusting the theory parameters. Moreover, we find that if the mass of the axial vector mode is of the order of the mass-scale of non-locality, then the non-local effects can be observed macroscopically, which is something that is not possible in metric Infinite Derivative Gravity.

Based on the previous findings one could embark into new lines of research, such as the study at the non-linear limit of the proposed non-local theory and the search of new singularity and ghost-free solutions.

## Chapter 5

## Conclusions

Along this thesis we have studied some interesting aspects of Poincaré Gauge theories of gravity and proposed a non-local ultraviolet extension of them capable of potentially resolving some space-time singularities. Let us review the most important results that we have obtained throughout this work.

In Chapter 2 firstly we have explained some fundamentals of differential geometry, which are the base of any gravitational theory. We have also seen how the affine structure and the metric of the spacetime are not generally related. Consequently, there is no physical reason to impose a certain affine connection to the gravitational theory. Then we have reviewed the gauge procedure and constructed the quadratic Lagrangian of Poincaré Gauge Gravity by requiring that the gravitational theory must be invariant under local Poincaré transformations. Finally, we have studied the stability of the quadratic Poincaré Gauge Lagrangian, which in principle propagates two massive scalar fields, two massive vectors fields, and two massive spin-2 fields. There have proven that only the two scalar degrees of freedom (one scalar and one pseudo-scalar) can propagate without introducing pathologies. In this regard, we have provided extensive details on the scalar, pseudo-scalar, and bi-scalar theories. Moreover, to conclude this Chapter we have suggested how to extend the quadratic Poincaré Gauge Lagrangian so that the two vector modes can propagate safely.

In Chapter 3 , first we have explored how fermionic particles move in spacetimes endowed with a non-symmetric connection. We showed that the Dirac equation is modified with a coupling involving the totally antisymmetric part of the torsion tensor. Accordingly we have calculated the predicted non-geodesical behaviour at first order in the WKB approximation. Then, we have used this result in a particular black-hole solution of Poincaré Gauge gravity, and showed that there can be measurable differences between the trajectories of a fermion and a boson. Motivated by this fact, we have studied the singularity theorems in theories with torsion, to determine whether this non-geodesical behaviour could lead to the avoidance of singularities. Nevertheless, we have proven in Proposition 3.2.6 that this would not possible provided that the conditions for the appearance of black holes are met. In the last section of this chapter, we have found that the only stable quadratic Poincaré

Gauge theories that fulfill the Birkhoff theorem are the ones studied by Nieh and Rauch in the 1980s. We have also proved that, assuming asymptotic flatness and constant scalar curvature, the no-hair theorem applies for the most general stable quadratic Poincaré Gauge action. Moreover, we have seen how both Birkhoff and no-hair theorems are not related with the stability of the gravitational theory under consideration, and that indeed standard black-hole solutions present in General Relativity can also be solutions of unstable theories. Nevertheless, when performing perturbations up to a certain order, those instabilities will start playing a role.

In Chapter 4, we have motivated the introduction of non-local terms into the action in order to ameliorate the singular behaviour at large energies. Then, we have constructed one possible ultraviolet extension of Poincaré Gauge gravity. Finally, in the last section of this chapter we have found solutions of such a theory at the linear level, and proved that they are ghost- and singularity-free. Interestingly, we found that provided the mass of the axial vector mode is of the order of the mass-scale of non-locality, then the non-local effects can be observed macroscopically, which is something that is not possible in metric Infinite Derivative Gravity.

## Open questions

As it is customary in Science, we have answered some questions and established new concepts, while at the same time we have opened the box to future lines of research, which are summarised in the following:

- The construction of cosmological solutions of the bi-scalar model may be a worthwhile topic to explore, since the coupling of the pseudo-scalar with the fermions could lead to curious features. For instance, the effective mass of the neutrinos would change due to the torsion-spin coupling, hence affecting the large-scale structure formation [266, 267].
- Using the results in Section 3.1 about the fermion dynamics in theories with torsion, one can explore the consequences of the torsion-spin coupling in the current quantum experiments, or propose new ones, in order to find better constraints for the torsion [237, 265].
- It will be relevant to study possible black-hole solutions for the bi-scalar stable theory relaxing the assumptions of asymptotic flatness and constant scalar curvature, that we have made to study the no-hair theorem.
- With respect to the non-local theories, it would be of great interest to elucidate the potential strong-coupling problem, mentioned in Section 4.1.
- Finally, the study of the ultraviolet extension of Poincaré Gauge Gravity at the full non-linear regime, may bring us new solutions like regular black-holes or bouncing universes, that could be physically relevant to describe the current measures.

As always, it will be exciting to see where the future investigations would lead us to.

## Appendix A

## Acceleration components for an electron

Here we present the components of the acceleration of an explicitly. Such components have been calculated following the WKB approximation, in a ReissnerNordström solution, as discussed in Subsection 3.1.2

$$
\begin{align*}
a^{t} & =-\frac{\kappa \hbar}{2 m_{e s p} r^{2}\left(\frac{\kappa-2 m r+r^{2}}{r^{2}}\right)^{3 / 2}}\left\{\sqrt{\frac{\kappa-2 m r+r^{2}}{r^{2}}} \sin (\alpha) \cos (\beta) r^{\prime}(s)\right. \\
& -\theta^{\prime}(s)[\sin (\alpha) \sin (\beta)(r-m)+\kappa r \cos (\alpha)] \\
& \left.+\sin (\theta) \varphi^{\prime}(s)[\cos (\alpha)(m-r)+\kappa r \sin (\alpha) \sin (\beta)]\right\} \tag{A.1}
\end{align*}
$$

$$
\begin{align*}
a^{r} & =-\frac{\hbar}{2 m_{\text {esp }} r^{4}\left(\kappa-2 m r+r^{2}\right)}\left\{r \sqrt { \frac { \kappa - 2 m r + r ^ { 2 } } { r ^ { 2 } } } \left[\theta ^ { \prime } ( s ) \left(\operatorname { c o s } ( \alpha ) \left(2 m^{2} r^{2}\right.\right.\right.\right. \\
& \left.\left.-m r^{3}-3 m \kappa r+\kappa^{2}-\kappa^{2} r^{4}+\kappa r^{2}\right)+\kappa r^{3} \sin (\alpha) \sin (\beta)(m-r)\right) \\
& +\quad+\sin (\theta) \varphi^{\prime}(s)\left(\sin (\alpha) \sin (\beta)\left(-2 m^{2} r^{2}+m r^{3}+3 m \kappa r-\kappa^{2}+\kappa^{2} r^{4}-\kappa r^{2}\right)\right. \\
& \left.\left.\left.+\kappa r^{3} \cos (\alpha)(m-r)\right)\right]+\kappa \sin (\alpha) \cos (\beta)\left(\kappa-2 m r+r^{2}\right)^{2} t^{\prime}(s)\right\}, \tag{A.2}
\end{align*}
$$

$$
\begin{align*}
a^{\theta} & =-\frac{\hbar \sin (\theta)}{4 m_{e s p} r^{7}\left(\frac{\kappa-2 m r+r^{2}}{r^{2}}\right)^{3 / 2}}\left\{-2 \csc (\theta) r^{\prime}(s)\left[\operatorname { c o s } ( \alpha ) \left(2 m^{2} r^{2}-m r^{3}-3 m \kappa r\right.\right.\right. \\
& \left.\left.+\quad+\kappa^{2}-\kappa^{2} r^{4}+\kappa r^{2}\right)+\kappa r^{3} \sin (\alpha) \sin (\beta)(m-r)\right] \\
& -2 r\left(-\kappa+2 m r-r^{2}\right)\left[\sin (\alpha) \cos (\beta)(2 m r-\kappa) \sqrt{\frac{\kappa-2 m r+r^{2}}{r^{2}}} \varphi^{\prime}(s)\right. \\
& \left.\left.-\kappa \csc (\theta) t^{\prime}(s)(\sin (\alpha) \sin (\beta)(r-m)+\kappa r \cos (\alpha))\right]\right\} \tag{A.3}
\end{align*}
$$

$$
\begin{align*}
a^{\varphi} & =-\frac{\hbar \csc (\theta)}{4 m_{e s p} r^{7}\left(\frac{\kappa-2 m r+r^{2}}{r^{2}}\right)^{3 / 2}}\left\{2 r ^ { \prime } ( s ) \left[\operatorname { s i n } ( \alpha ) \operatorname { s i n } ( \beta ) \left(2 m^{2} r^{2}-m r^{3}\right.\right.\right. \\
& \left.\left.-3 m \kappa r+\kappa^{2}-\kappa^{2} r^{4}+\kappa r^{2}\right)-\kappa r^{3} \cos (\alpha)(m-r)\right] \\
& +2 r\left(\kappa-2 m r+r^{2}\right)\left[\sin (\alpha) \cos (\beta)(\kappa-2 m r) \sqrt{\frac{\kappa-2 m r+r^{2}}{r^{2}}} \theta^{\prime}(s)\right. \\
& \left.\left.+\kappa t^{\prime}(s)(\cos (\alpha)(m-r)+\kappa r \sin (\alpha) \sin (\beta))\right]\right\} \tag{A.4}
\end{align*}
$$

## A. 1 Acceleration at low $\kappa$

Here we display the acceleration components at first order of the dimensionless parameter $\xi=\kappa / m^{2}$, as indicated in the Subsection 3.1.2.

$$
\begin{align*}
a^{t}= & -\frac{\xi m^{2} \hbar}{2\left(m_{e s p} r(r-2 m) \sqrt{1-\frac{2 m}{r}}\right)}\left[\sin (\alpha) \cos (\beta) \sqrt{1-\frac{2 m}{r}} r^{\prime}(s)\right. \\
& \left.+(m-r)\left(\sin (\alpha) \sin (\beta) \theta^{\prime}(s)+\cos (\alpha) \sin (\theta) \varphi^{\prime}(s)\right)\right]+\mathcal{O}\left(\xi^{2}\right), \tag{A.5}
\end{align*}
$$

$$
\begin{align*}
a^{r} & =\frac{m \hbar \sqrt{1-\frac{2 m}{r}}}{2 m_{\text {esp }} r^{2}}\left(\cos (\alpha) \theta^{\prime}(s)-\sin (\alpha) \sin (\beta) \sin (\theta) \varphi^{\prime}(s)\right) \\
& -\frac{\xi m^{2} \hbar}{4\left(m_{e s p} r^{4} \sqrt{1-\frac{2 m}{r}}\right)}\left[\theta^{\prime}(s)\left(2 r^{2} \sin (\alpha) \sin (\beta)(m-r)+\cos (\alpha)(2 r-5 m)\right)\right. \\
& +\sin (\theta) \varphi^{\prime}(s)\left(2 r^{2} \cos (\alpha)(m-r)+\sin (\alpha) \sin (\beta)(5 m-2 r)\right) \\
& \left.+2 r \sin (\alpha) \cos (\beta) \sqrt{1-\frac{2 m}{r}}(r-2 m) t^{\prime}(s)\right]+\mathcal{O}\left(\xi^{2}\right) \tag{A.6}
\end{align*}
$$

$$
\begin{align*}
a^{\theta} & =-\frac{m \hbar}{2 m_{e s p} r^{4}}\left(\frac{\cos (\alpha) r^{\prime}(s)}{\sqrt{1-\frac{2 m}{r}}}+2 r \sin (\alpha) \cos (\beta) \sin (\theta) \varphi^{\prime}(s)\right) \\
& +\frac{m^{2} \hbar \xi}{4 m_{e s p} r^{5}(r-2 m) \sqrt{1-\frac{2 m}{r}}}\left[r^{\prime}(s)\left(2 r^{2} \sin (\alpha) \sin (\beta)(m-r)+\cos (\alpha)(2 r-3 m)\right)\right. \\
& \left.+r \sin (\alpha)(r-2 m)\left(2 \cos (\beta) \sin (\theta) \sqrt{1-\frac{2 m}{r}} \varphi^{\prime}(s)-2 \sin (\beta)(m-r) t^{\prime}(s)\right)\right] \\
& +\mathcal{O}\left(\xi^{2}\right), \\
a^{\varphi} & =\frac{m \hbar \sin (\alpha) \csc (\theta)}{2 m_{e s p} r^{4}}\left(\frac{\sin (\beta) r^{\prime}(s)}{\left.\sqrt{1-\frac{2 m}{r}}+2 r \cos (\beta) \theta^{\prime}(s)\right)}\right. \\
& +\frac{m^{2} \hbar \xi \csc (\theta)}{4 m_{e s p} r^{5} \sqrt{1-\frac{2 m}{r}}(r-2 m)}\left[r^{\prime}(s)\left(2 r^{2} \cos (\alpha)(m-r)+\sin (\alpha) \sin (\beta)(3 m-2 r)\right)\right. \\
& \left.+r(r-2 m)\left(-2 \sin (\alpha) \cos (\beta) \sqrt{1-\frac{2 m}{r}} \theta^{\prime}(s)-2 \cos (\alpha)(m-r) t^{\prime}(s)\right)\right] \\
& +\mathcal{O}\left(\xi^{2}\right) . \tag{A.8}
\end{align*}
$$

## Appendix B

## Components of the infinite derivative action

In this Appendix we give the different terms that appear in the linearised action (4.24).

$$
\begin{align*}
\tilde{R} \tilde{F}_{1}(\square) \tilde{R} & =\tilde{F}_{1}(\square)\left[h \square^{2} h+h^{\rho \sigma} \partial_{\rho} \partial_{\sigma} \partial_{\mu} \partial_{\nu} h^{\mu \nu}-2 h \square \partial_{\mu} \partial_{\nu} h^{\mu \nu}-4 h^{\mu \nu} \partial_{\mu} \partial_{\nu} \partial_{\rho} K_{\sigma}^{\rho \sigma}\right. \\
& \left.+4 h \square \partial_{\rho} K_{\sigma}^{\rho \sigma}-4 K_{\sigma}^{\rho \sigma} \partial_{\rho} \partial_{\mu} K^{\mu \nu}{ }_{\nu}\right], \tag{B.1}
\end{align*}
$$

$$
\begin{align*}
\tilde{R} \tilde{F}_{2}(\square) \partial_{\mu} \partial_{\nu} \tilde{R}^{\mu \nu} & =\tilde{F}_{2}(\square)\left[\frac{1}{2} h^{\rho \sigma} \square \partial_{\rho} \partial_{\sigma} \partial_{\mu} \partial_{\nu} h^{\mu \nu}-h \square^{2} \partial_{\mu} \partial_{\nu} h^{\mu \nu}+\frac{1}{2} h \square^{3} h\right. \\
& \left.-h^{\mu \nu} \square \partial_{\mu} \partial_{\nu} \partial_{\rho} K_{\sigma}^{\rho \sigma}-2 K_{\sigma}^{\rho \sigma} \square \partial_{\rho} \partial_{\nu} K_{\lambda}^{\nu \lambda}\right], \tag{B.2}
\end{align*}
$$

$$
\begin{aligned}
& \tilde{R}_{\mu \nu} \tilde{F}_{3}(\square) \tilde{R}^{(\mu \nu)}=\tilde{F}_{3}(\square)\left[\frac{1}{4} h \square^{2} h+\frac{1}{4} h_{\mu \nu} \square^{2} h^{\mu \nu}-\frac{1}{2} h_{\mu}^{\sigma} \partial_{\sigma} \partial_{\nu} h^{\mu \nu}-\frac{1}{2} h \square \partial_{\mu} \partial_{\nu} h^{\mu \nu}\right. \\
& +\frac{1}{2} h^{\mu \nu} \partial_{\sigma} \partial_{\mu} \partial_{\nu} \partial_{\rho} h^{\rho \sigma}-\frac{1}{2} h_{\mu}^{\sigma} \partial_{\sigma} \partial_{\nu} \partial_{\rho} K^{\rho \nu \mu}-\frac{1}{2} h^{\nu \sigma} \partial_{\sigma} \partial_{\nu} \partial_{\mu} K_{\rho}^{\mu \rho}-\frac{1}{2} h_{\mu}^{\sigma} \partial_{\sigma} \square K_{\rho}^{\mu \rho} \\
& +\frac{1}{2} h_{\mu \nu} \square \partial_{\rho} K^{\rho \mu \nu}-K_{\mu \nu}^{\rho} \partial_{\rho} \partial_{\sigma} K^{\sigma(\mu \nu)}-K_{\mu \nu}^{\rho} \partial_{\rho} \partial^{\mu} K_{\lambda}^{\nu \lambda}-\frac{1}{2} K_{\lambda}^{\nu \lambda} \square K_{\nu}^{\rho}{ }_{\rho} \\
& \left.-\frac{1}{2} K_{\rho}^{\mu \rho} \partial_{\mu} \partial_{\nu} K_{\lambda}^{\nu \lambda}\right],
\end{aligned}
$$

$$
\tilde{R}_{\mu \nu} \tilde{F}_{4}(\square) \tilde{R}^{[\mu \nu]}=\tilde{F}_{4}(\square)\left[-K_{\mu \nu}^{\rho} \partial_{\rho} \partial_{\sigma} K^{\sigma[\mu \nu]}-K_{\mu \nu}^{\rho} \partial_{\rho} \partial^{\mu} K_{\lambda}^{\nu \lambda}-\frac{1}{2} K_{\lambda}^{\nu \lambda} \square K_{\nu}^{\rho}{ }_{\rho}\right.
$$

$$
\begin{equation*}
\left.+\frac{1}{2} K_{\rho}^{\mu \rho} \partial_{\mu} \partial_{\nu} K_{\lambda}^{\nu \lambda}\right], \tag{B.4}
\end{equation*}
$$

$\tilde{R}_{(\mu}^{\nu)} \tilde{F}_{5}(\square) \partial_{\nu} \partial_{\lambda} \tilde{R}^{\mu \lambda}=\tilde{F}_{5}(\square)\left[\frac{1}{4} h \square^{3} h-\frac{1}{2} h \square^{2} \partial_{\mu} \partial_{\nu} h^{\mu \nu}+\frac{1}{4} h^{\lambda \sigma} \square \partial_{\sigma} \partial_{\lambda} \partial_{\mu} \partial_{\nu} h^{\mu \nu}\right.$

$$
\begin{equation*}
\left.-h^{\nu \sigma} \square \partial_{\sigma} \partial_{\nu} \partial_{\mu} K_{\rho}^{\mu \rho}+h \square^{2} \partial_{\nu} K_{\lambda}^{\nu \lambda}-K_{\rho}^{\mu \rho} \square \partial_{\mu} \partial_{\nu} K_{\lambda}^{\nu \lambda}\right], \tag{B.5}
\end{equation*}
$$

$$
\begin{align*}
& \tilde{R}_{[\mu}{ }^{\nu]} \tilde{F}_{6}(\square) \partial_{\nu} \partial_{\lambda} \tilde{R}^{\mu \lambda}=0,  \tag{B.6}\\
& \tilde{R}_{\mu}{ }^{\nu} \tilde{F}_{7}(\square) \partial_{\nu} \partial_{\lambda} \tilde{R}^{(\mu \lambda)}=\tilde{F}_{7}(\square)\left[\frac{1}{4} h \square^{3} h-\frac{1}{2} h \square^{2} \partial_{\mu} \partial_{\nu} h^{\mu \nu}+\frac{1}{4} h^{\lambda \sigma} \square \partial_{\sigma} \partial_{\lambda} \partial_{\mu} \partial_{\nu} h^{\mu \nu}\right. \\
& \left.-h^{\nu \sigma} \square \partial_{\sigma} \partial_{\nu} \partial_{\mu} K_{\rho}^{\mu \rho}+h \square^{2} \partial_{\nu} K_{\lambda}^{\nu \lambda}-K_{\rho}^{\mu \rho} \square \partial_{\mu} \partial_{\nu} K_{\lambda}^{\nu \lambda}\right],  \tag{B.7}\\
& \tilde{R}_{\mu}{ }^{\nu} \tilde{F}_{8}(\square) \partial_{\nu} \partial_{\lambda} \tilde{R}^{[\mu \lambda]}=0,  \tag{B.8}\\
& \tilde{R}^{\lambda \sigma} \tilde{F}_{9}(\square) \partial_{\mu} \partial_{\sigma} \partial_{\nu} \partial_{\lambda} \tilde{R}^{\mu \nu}=\tilde{F}_{9}(\square)\left[\frac{1}{4} h \square^{4} h-\frac{1}{2} h \square^{3} \partial_{\mu} \partial_{\nu} h^{\mu \nu}\right. \\
& +\frac{1}{4} h^{\lambda \sigma} \square^{2} \partial_{\sigma} \partial_{\lambda} \partial_{\mu} \partial_{\nu} h^{\mu \nu}-h^{\nu \sigma} \square^{2} \partial_{\sigma} \partial_{\nu} \partial_{\mu} K_{\rho}^{\mu \rho}+h \square^{3} \partial_{\nu} K_{\lambda}^{\nu \lambda} \\
& \left.-K_{\rho}^{\mu \rho} \square^{2} \partial_{\mu} \partial_{\nu} K_{\lambda}^{\nu \lambda}\right],  \tag{B.9}\\
& \tilde{R}_{(\mu \lambda)} \tilde{F}_{10}(\square) \partial_{\nu} \partial_{\sigma} \tilde{R}^{\mu \nu \lambda \sigma}=\tilde{F}_{10}(\square)\left[\frac{1}{4} h_{\mu \lambda} \square^{3} h^{\mu \lambda}-\frac{1}{2} h_{\mu}^{\alpha} \square^{2} \partial_{\alpha} \partial_{\sigma} h^{\sigma \mu}\right. \\
& +\frac{1}{4} h^{\lambda \sigma} \square \partial_{\sigma} \partial_{\lambda} \partial_{\mu} \partial_{\nu} h^{\mu \nu}-h_{\mu \sigma} \square^{2} \partial_{\lambda} K^{\mu \sigma \lambda}+h_{\mu}^{\alpha} \square \partial_{\alpha} \partial_{\lambda} \partial_{\sigma} K^{\mu \sigma \lambda} \\
& \left.+K_{\alpha(\mu \lambda)} \square \partial^{\alpha} \partial_{\sigma} K^{\lambda \mu \sigma}-\frac{1}{2} K_{\alpha \mu \lambda} \partial^{\alpha} \partial^{\mu} \partial_{\sigma} \partial_{\nu} K^{\lambda \nu \sigma}\right],  \tag{B.10}\\
& \tilde{R}_{[\mu \lambda]} \tilde{F}_{11}(\square) \partial_{\nu} \partial_{\sigma} \tilde{R}^{\mu \nu \lambda \sigma}=\tilde{F}_{11}(\square)\left[K_{\alpha[\mu \lambda]} \square \partial^{\alpha} \partial_{\sigma} K^{\lambda \mu \sigma}\right. \\
& \left.-\frac{1}{2} K_{\alpha \mu \lambda} \partial^{\alpha} \partial^{\mu} \partial_{\sigma} \partial_{\nu} K^{\lambda \nu \sigma}\right],  \tag{B.11}\\
& \tilde{R}_{\mu \lambda} \tilde{F}_{12}(\square) \partial_{\nu} \partial_{\sigma}\left(\tilde{R}^{\mu \nu \lambda \sigma}+\tilde{R}^{\lambda \sigma \mu \nu}\right)=\tilde{F}_{12}(\square)\left[\frac{1}{2} h_{\mu \lambda} \square^{3} h^{\mu \lambda}-h_{\mu}^{\alpha} \square^{2} \partial_{\alpha} \partial_{\sigma} h^{\sigma \mu}\right. \\
& +\frac{1}{2} h^{\lambda \sigma} \square \partial_{\sigma} \partial_{\lambda} \partial_{\mu} \partial_{\nu} h^{\mu \nu}+2 h_{\mu}^{\alpha} \square \partial_{\alpha} \partial_{\lambda} \partial_{\sigma} K^{\mu \sigma \lambda}-2 h_{\mu \sigma} \square^{2} \partial_{\lambda} K^{\mu \sigma \lambda} \\
& \left.+2 K_{\alpha(\mu \lambda)} \square \partial^{\alpha} \partial_{\sigma} K^{\lambda \mu \sigma}-K_{\alpha \mu \lambda} \partial^{\alpha} \partial^{\mu} \partial_{\sigma} \partial_{\nu} K^{\lambda \nu \sigma}\right],  \tag{B.12}\\
& \tilde{R}_{\mu \lambda} \tilde{F}_{13}(\square) \partial_{\nu} \partial_{\sigma}\left(\tilde{R}^{\mu \nu \lambda \sigma}-\tilde{R}^{\lambda \sigma \mu \nu}\right)=\tilde{F}_{13}(\square)\left[2 K_{\alpha[\mu \lambda]} \square \partial^{\alpha} \partial_{\sigma} K^{\lambda \mu \sigma}\right. \\
& \left.-K_{\alpha \mu \lambda} \partial^{\alpha} \partial^{\mu} \partial_{\sigma} \partial_{\nu} K^{\lambda \nu \sigma}\right], \tag{B.13}
\end{align*}
$$

$$
\begin{align*}
& \tilde{R}_{\mu \nu \lambda \sigma} \tilde{F}_{14}(\square)\left(\tilde{R}^{\mu \nu \lambda \sigma}+\tilde{R}^{\lambda \sigma \mu \nu}\right)=\tilde{F}_{14}(\square)\left[2 h_{\mu \lambda} \square^{2} h^{\mu \lambda}+2 h^{\lambda \sigma} \partial_{\sigma} \partial_{\lambda} \partial_{\mu} \partial_{\nu} h^{\mu \nu}\right. \\
& -4 h_{\mu}^{\alpha} \square \partial_{\alpha} \partial_{\sigma} h^{\sigma \mu}+8 h_{\sigma \mu} \square \partial_{\nu} K^{\nu \mu \sigma}+8 h_{\sigma \mu} \partial_{\nu} \partial_{\lambda} \partial^{\mu} K^{\sigma \lambda \nu}-2 K^{\mu \sigma \lambda} \square K_{\mu \sigma \lambda} \\
& \left.-4 K^{\nu \sigma \lambda} \partial_{\nu} \partial^{\mu} K_{\mu \lambda \sigma}+2 K^{\lambda \nu \mu} \partial_{\nu} \partial^{\sigma} K_{\lambda \sigma \mu}\right], \tag{B.14}
\end{align*}
$$

$$
\begin{align*}
& \tilde{R}_{\mu \nu \lambda \sigma} \tilde{F}_{15}(\square)\left(\tilde{R}^{\mu \nu \lambda \sigma}-\tilde{R}^{\lambda \sigma \mu \nu}\right)=\tilde{F}_{15}(\square)\left[-2 K^{\mu \sigma \lambda} \square K_{\mu \sigma \lambda}+4 K^{\nu \sigma \lambda} \partial_{\nu} \partial^{\mu} K_{\mu \lambda \sigma}\right. \\
& \left.+2 K^{\lambda \nu \mu} \partial_{\nu} \partial^{\sigma} K_{\lambda \sigma \mu}\right], \tag{B.15}
\end{align*}
$$

$$
\begin{align*}
& \left(\tilde{R}_{\rho \mu \nu \lambda}+\tilde{R}_{\nu \lambda \rho \mu}\right) \tilde{F}_{16}(\square) \partial^{\rho} \partial_{\sigma} \tilde{R}^{\mu \nu \lambda \sigma}=\tilde{F}_{16}(\square)\left[\frac{1}{2} h_{\mu \lambda} \square^{3} h^{\mu \lambda}-h_{\mu}^{\alpha} \square^{2} \partial_{\alpha} \partial_{\sigma} h^{\sigma \mu}\right. \\
& +\frac{1}{2} h^{\lambda \sigma} \square \partial_{\sigma} \partial_{\lambda} \partial_{\mu} \partial_{\nu} h^{\mu \nu}+2 h_{\sigma \mu} \square^{2} \partial_{\nu} K^{\nu \mu \sigma}+2 h_{\sigma \mu} \square \partial_{\nu} \partial_{\lambda} \partial^{\mu} K^{\sigma \lambda \nu} \\
& \left.+2 K_{\alpha(\mu \lambda)} \square \partial^{\alpha} \partial_{\sigma} K^{\lambda \mu \sigma}-K_{\alpha \mu \lambda} \partial^{\alpha} \partial^{\mu} \partial_{\sigma} \partial_{\nu} K^{\lambda \nu \sigma}\right], \tag{B.16}
\end{align*}
$$

$$
\begin{align*}
& \left(\tilde{R}_{\rho \mu \nu \lambda}-\tilde{R}_{\nu \lambda \rho \mu}\right) \tilde{F}_{17}(\square) \partial^{\rho} \partial_{\sigma} \tilde{R}^{\mu \nu \lambda \sigma}=\tilde{F}_{17}(\square)\left[-2 K^{\mu \sigma \lambda} \square \partial^{\rho} \partial_{\sigma} K_{\lambda \mu \rho}\right. \\
& \left.-2 K^{\nu \sigma \lambda} \partial^{\mu} \partial^{\rho} \partial_{\sigma} \partial_{\lambda} K_{\nu \mu \rho}\right] \tag{B.17}
\end{align*}
$$

$$
\begin{align*}
& \tilde{R}_{\rho \mu \nu \lambda} \tilde{F}_{18}(\square) \partial^{\rho} \partial_{\sigma}\left(\tilde{R}^{\mu \nu \lambda \sigma}+\tilde{R}^{\lambda \sigma \mu \nu}\right)=\tilde{F}_{18}(\square)\left[\frac{1}{2} h_{\mu \lambda} \square^{3} h^{\mu \lambda}-h_{\mu}^{\alpha} \square^{2} \partial_{\alpha} \partial_{\sigma} h^{\sigma \mu}\right. \\
& +\frac{1}{2} h^{\lambda \sigma} \square \partial_{\sigma} \partial_{\lambda} \partial_{\mu} \partial_{\nu} h^{\mu \nu}+2 h_{\sigma \mu} \square^{2} \partial_{\nu} K^{\nu \mu \sigma}+2 h_{\sigma \mu} \square \partial_{\nu} \partial_{\lambda} \partial^{\mu} K^{\sigma \lambda \nu} \\
& \left.+2 K_{\alpha \mu \lambda} \square \partial^{\alpha} \partial_{\sigma} K^{\lambda \mu \sigma}-2 K_{[\nu \mu] \lambda} \square \partial_{\sigma} \partial^{\lambda} K^{\mu \sigma \nu}+K^{\mu \sigma \lambda} \square^{2} K_{\sigma \lambda \mu}\right] \tag{B.18}
\end{align*}
$$

$$
\begin{align*}
& \tilde{R}_{\rho \mu \nu \lambda} \tilde{F}_{19}(\square) \partial^{\rho} \partial_{\sigma}\left(\tilde{R}^{\mu \nu \lambda \sigma}-\tilde{R}^{\lambda \sigma \mu \nu}\right)=\tilde{F}_{19}(\square)\left[-2 K_{\alpha \mu \lambda} \partial^{\alpha} \partial^{\mu} \partial_{\sigma} \partial_{\nu} K^{\lambda \nu \sigma}\right. \\
& \left.+2 K_{[\nu \mu] \lambda} \square \partial_{\sigma} \partial^{\lambda} K^{\mu \sigma \nu}+K_{\alpha \mu \lambda} \square \partial^{\alpha} \partial_{\sigma} K^{\lambda \mu \sigma}-K^{\mu \sigma \lambda} \square^{2} K_{\sigma \lambda \mu}\right], \tag{B.19}
\end{align*}
$$

$$
\begin{align*}
& \left(\tilde{R}_{\mu \nu \rho \sigma}+\tilde{R}_{\rho \sigma \mu \nu}\right) \tilde{F}_{20}(\square) \partial^{\nu} \partial^{\sigma} \partial_{\alpha} \partial_{\beta} \tilde{R}^{\mu \alpha \rho \beta}=\tilde{F}_{20}(\square)\left[\frac{1}{2} h_{\mu \lambda} \square^{4} h^{\mu \lambda}\right. \\
& -h_{\mu}^{\alpha} \square^{3} \partial_{\alpha} \partial_{\sigma} h^{\sigma \mu}+\frac{1}{2} h^{\lambda \sigma} \square^{2} \partial_{\sigma} \partial_{\lambda} \partial_{\mu} \partial_{\nu} h^{\mu \nu}+2 h_{\mu}^{\alpha} \square^{2} \partial_{\alpha} \partial_{\lambda} \partial_{\sigma} K^{\mu \sigma \lambda} \\
& \left.-2 h_{\mu \lambda} \square^{3} \partial_{\sigma} K^{\mu \lambda \sigma}+2 K_{\alpha(\mu \lambda)} \square \partial^{\alpha} \partial_{\sigma} K^{\lambda \mu \sigma}-K_{\alpha \mu \lambda} \partial^{\alpha} \partial^{\mu} \partial_{\sigma} \partial_{\nu} K^{\lambda \nu \sigma}\right], \tag{B.20}
\end{align*}
$$

$$
\begin{align*}
& \left(\tilde{R}_{\mu \nu \rho \sigma}-\tilde{R}_{\rho \sigma \mu \nu}\right) \tilde{F}_{21}(\square) \partial^{\nu} \partial^{\sigma} \partial_{\alpha} \partial_{\beta} \tilde{R}^{\mu \alpha \rho \beta}=\tilde{F}_{21}(\square)\left[2 K_{\alpha[\mu \lambda]} \square \partial^{\alpha} \partial_{\sigma} K^{\mu \lambda \sigma}\right. \\
& \left.-K_{\alpha \mu \lambda} \partial^{\alpha} \partial^{\mu} \partial_{\sigma} \partial_{\nu} K^{\lambda \nu \sigma}\right],  \tag{B.21}\\
& \tilde{R}_{\mu \nu \rho \sigma} \tilde{F}_{22}(\square) \partial^{\nu} \partial^{\sigma} \partial_{\alpha} \partial_{\beta}\left(\tilde{R}^{\mu \alpha \rho \beta}+\tilde{R}^{\rho \beta \mu \alpha}\right)=\tilde{F}_{22}(\square)\left[\frac{1}{2} h_{\mu \lambda} \square^{4} h^{\mu \lambda}\right. \\
& \quad-h_{\mu}^{\alpha} \square^{3} \partial_{\alpha} \partial_{\sigma} h^{\sigma \mu}+\frac{1}{2} h^{\lambda \sigma} \square^{2} \partial_{\sigma} \partial_{\lambda} \partial_{\mu} \partial_{\nu} h^{\mu \nu}+2 h_{\mu}^{\alpha} \square^{2} \partial_{\alpha} \partial_{\lambda} \partial_{\sigma} K^{\mu \sigma \lambda} \\
& \left.\quad-2 h_{\mu \lambda} \square^{3} \partial_{\sigma} K^{\mu \lambda \sigma}+2 K_{\alpha(\mu \lambda)} \square \partial^{\alpha} \partial_{\sigma} K^{\lambda \mu \sigma}-K_{\alpha \mu \lambda} \partial^{\alpha} \partial^{\mu} \partial_{\sigma} \partial_{\nu} K^{\lambda \nu \sigma}\right], \text { (B.22 }  \tag{B.22}\\
& \tilde{R}_{\mu \nu \rho \sigma} \tilde{F}_{23}(\square) \partial^{\nu} \partial^{\sigma} \partial_{\alpha} \partial_{\beta}\left(\tilde{R}^{\mu \alpha \rho \beta}-\tilde{R}^{\rho \beta \mu \alpha}\right)=\tilde{F}_{23}(\square)\left[-2 K_{\alpha[\mu \lambda]} \square \partial^{\alpha} \partial_{\sigma} K^{\mu \lambda \sigma}\right. \\
& \left.-K_{\alpha \mu \lambda} \partial^{\alpha} \partial^{\mu} \partial_{\sigma} \partial_{\nu} K^{\lambda \nu \sigma}\right],  \tag{B.23}\\
& \tilde{R}_{\mu \nu \rho \sigma} \tilde{F}_{34}(\square) \partial^{\mu} K^{\nu \rho \sigma}=\tilde{F}_{34}(\square)\left[-\frac{1}{2} h_{\sigma \mu} \partial_{\nu} \partial_{\lambda} \partial^{\mu} K^{\sigma \lambda \nu}-\frac{1}{2} h_{\sigma \mu} \square \partial_{\nu} K^{\nu \mu \sigma}\right. \\
& \left.+K_{\nu \mu \lambda} \partial_{\sigma} \partial^{\lambda} K^{\mu \sigma \nu}-K^{\mu \sigma \lambda} \square K_{\sigma \mu \lambda}\right], \tag{B.24}
\end{align*}
$$

$$
\tilde{R}_{\mu \nu \rho \sigma} \tilde{F}_{35}(\square) \partial^{\rho} K^{\mu \nu \sigma}=\tilde{F}_{35}(\square)\left[-\frac{1}{2} h_{\sigma \mu} \partial_{\nu} \partial_{\lambda} \partial^{\mu} K^{\sigma \lambda \nu}-\frac{1}{2} h_{\sigma \mu} \square \partial_{\nu} K^{\nu \mu \sigma}\right.
$$

$$
\begin{equation*}
\left.-K_{\nu \mu \lambda} \partial_{\sigma} \partial^{\lambda} K^{\mu \sigma \nu}+K_{\lambda \mu \nu} \partial_{\sigma} \partial^{\lambda} K^{\sigma \mu \nu}\right] \tag{B.25}
\end{equation*}
$$

$$
\tilde{R}_{(\rho \sigma)} \tilde{F}_{36}(\square) \partial_{\nu} K^{\mu \nu \sigma}=\tilde{F}_{36}(\square)\left[-\frac{1}{2} h_{\sigma \mu} \partial_{\nu} \partial_{\lambda} \partial^{\mu} K^{\sigma \lambda \nu}-\frac{1}{2} h_{\sigma \mu} \square \partial_{\nu} K^{\nu \mu \sigma}\right.
$$

$$
\begin{equation*}
\left.+K_{\lambda(\mu \nu)} \partial_{\sigma} \partial^{\lambda} K^{\sigma \mu \nu}-\frac{1}{2} K_{\lambda \sigma}^{\lambda} \partial_{\rho} \partial_{\nu} K^{\nu \rho \sigma}\right], \tag{B.26}
\end{equation*}
$$

$$
\begin{equation*}
\tilde{R}_{[\rho \sigma]} \tilde{F}_{37}(\square) \partial_{\nu} K^{\nu \rho \sigma}=\tilde{F}_{37}(\square)\left[K_{\lambda[\mu \nu]} \partial_{\sigma} \partial^{\lambda} K^{\sigma \mu \nu}-\frac{1}{2} K_{\lambda \sigma}^{\lambda} \partial_{\rho} \partial_{\nu} K^{\nu \rho \sigma}\right], \tag{B.27}
\end{equation*}
$$

$$
\begin{equation*}
\tilde{R}_{\rho \sigma} \tilde{F}_{38}(\square) \partial_{\nu} K^{\rho \nu \sigma}=\tilde{F}_{38}(\square)\left[-K_{\nu \mu \lambda} \partial_{\sigma} \partial^{\lambda} K^{\mu \sigma \nu}-K_{\lambda \sigma}^{\lambda} \partial_{\rho} \partial_{\nu} K^{\nu \rho \sigma}\right], \tag{B.28}
\end{equation*}
$$

$$
\begin{align*}
& \tilde{R}_{(\rho \sigma)} \tilde{F}_{39}(\square) \partial^{\sigma} K_{\mu}^{\rho \mu}=\tilde{F}_{39}(\square)\left[\frac{1}{2} h_{\sigma \lambda} \partial^{\sigma} \partial^{\lambda} \partial_{\rho} K_{\mu}^{\rho \mu}-\frac{1}{2} h \square \partial_{\rho} K_{\mu}^{\rho \mu}{ }_{\mu}\right. \\
& \left.+\frac{1}{2} K_{\nu \mu \rho} \partial^{\nu} \partial^{\mu} K_{\mu}^{\rho \mu}-\frac{1}{2} K_{\lambda \sigma}^{\lambda} \partial^{\sigma} \partial_{\rho} K_{\mu}^{\rho \mu}-\frac{1}{2} K_{\lambda \rho}^{\lambda} \square K_{\mu}^{\rho \mu}\right] \tag{B.29}
\end{align*}
$$

$$
\tilde{R}_{[\rho \sigma]} \tilde{F}_{40}(\square) \partial^{\sigma} K_{\mu}^{\rho \mu}=\tilde{F}_{40}(\square)\left[-\frac{1}{2} K_{\nu \mu \rho} \partial^{\nu} \partial^{\mu} K_{\mu}^{\rho \mu}-\frac{1}{2} K_{\lambda \sigma}^{\lambda} \partial^{\sigma} \partial_{\rho} K_{\mu}^{\rho \mu}\right.
$$

$$
\begin{equation*}
\left.+\frac{1}{2} K_{\lambda \rho}^{\lambda} \square K_{\mu}^{\rho \mu}\right], \tag{B.30}
\end{equation*}
$$

$$
\begin{aligned}
& \tilde{R} \tilde{F}_{41}(\square) \partial_{\rho} K_{\mu}^{\rho \mu}=\tilde{F}_{41}(\square)\left[h_{\sigma \lambda} \partial^{\sigma} \partial^{\lambda} \partial_{\rho} K_{\mu}^{\rho \mu}-h \square \partial_{\rho} K_{\mu}^{\rho \mu}{ }_{\mu}\right. \\
& \left.-2 K_{\lambda \sigma}^{\lambda} \partial^{\sigma} \partial_{\rho} K_{\mu}^{\rho \mu}\right],
\end{aligned}
$$

$$
\tilde{R}_{\mu \alpha \rho \sigma} \tilde{F}_{42}(\square) \partial^{\mu} \partial^{\rho} \partial_{\nu} K^{\nu(\alpha \sigma)}=\tilde{F}_{42}(\square)\left[-\frac{1}{2} h_{\sigma \mu} \square \partial_{\nu} \partial_{\lambda} \partial^{\mu} K^{\sigma \lambda \nu}\right.
$$

$$
\left.-\frac{1}{2} h_{\sigma \mu} \square^{2} \partial_{\nu} K^{\nu \mu \sigma}-\frac{1}{2} K_{\nu \mu \lambda} \partial_{\alpha} \partial_{\rho} \partial^{\nu} \partial^{\mu} K^{\alpha \rho \lambda}+K_{\lambda(\mu \nu)} \square \partial_{\sigma} \partial^{\lambda} K^{\sigma \mu \nu}\right],
$$

$$
\tilde{R}_{\mu \alpha \rho \sigma} \tilde{F}_{43}(\square) \partial^{\mu} \partial^{\rho} \partial_{\nu} K^{\nu[\alpha \sigma]}=\tilde{F}_{43}(\square)\left[-\frac{1}{2} K_{\nu \mu \lambda} \partial_{\alpha} \partial_{\rho} \partial^{\nu} \partial^{\mu} K^{\alpha \rho \lambda}\right.
$$

$$
\left.+K_{\lambda[\mu \nu]} \square \partial_{\sigma} \partial^{\lambda} K^{\sigma \mu \nu}\right],
$$

$$
\tilde{R}_{\mu \alpha \rho \sigma} \tilde{F}_{44}(\square) \partial^{\mu} \partial^{\rho} \partial_{\nu} K^{\alpha \nu \sigma}=\tilde{F}_{44}(\square)\left[-K_{\nu \mu \lambda} \partial_{\alpha} \partial_{\rho} \partial^{\nu} \partial^{\mu} K^{\alpha \rho \lambda}\right.
$$

$$
\left.+K_{\lambda \mu \nu} \square \partial_{\sigma} \partial^{\lambda} K^{\mu \sigma \nu}\right]
$$

$$
\tilde{R}_{(\rho \sigma)} \tilde{F}_{45}(\square) \partial^{\rho} \partial_{\nu} \partial_{\alpha} K^{\sigma \nu \alpha}=\tilde{F}_{45}(\square)\left[-\frac{1}{2} K_{\nu \mu \lambda} \partial_{\alpha} \partial_{\rho} \partial^{\nu} \partial^{\mu} K^{\alpha \rho \lambda}\right.
$$

$$
\left.-\frac{1}{2} K_{\lambda \sigma}^{\lambda} \square \partial_{\mu} \partial_{\alpha} K^{\sigma \mu \alpha}\right]
$$

$$
\begin{align*}
& \tilde{R}_{(\rho \sigma)} \tilde{F}_{46}(\square) \partial^{\rho} \partial_{\nu} \partial_{\alpha} K^{\sigma \nu \alpha}=\tilde{F}_{46}(\square)\left[-\frac{1}{2} K_{\nu \mu \lambda} \partial_{\alpha} \partial_{\rho} \partial^{\nu} \partial^{\mu} K^{\alpha \rho \lambda}\right. \\
&\left.-\frac{1}{2} K_{\lambda \sigma}^{\lambda} \square \partial_{\mu} \partial_{\alpha} K^{\sigma \mu \alpha}\right], \\
& \tilde{R}_{\mu \nu \lambda \sigma} \tilde{F}_{47}(\square) \widetilde{R}^{\mu \lambda \nu \sigma}=\tilde{F}_{47}(\square)\left[h_{\mu \lambda} \square^{2} h^{\mu \lambda}+h^{\lambda \sigma} \partial_{\sigma} \partial_{\lambda} \partial_{\mu} \partial_{\nu} h^{\mu \nu}-2 h_{\mu}^{\alpha} \square \partial_{\alpha} \partial_{\sigma} h^{\sigma \mu}\right. \\
&+4 h_{\sigma \mu} \square \partial_{\nu} K^{\nu \mu \sigma}+4 h_{\sigma \mu} \partial_{\nu} \partial_{\lambda} \partial^{\mu} K^{\sigma \lambda \nu}-K^{\mu \sigma \lambda} \square K_{\mu \lambda \sigma} \\
&\left.-K^{\nu \lambda \sigma} \partial_{\nu} \partial^{\mu} K_{\mu \lambda \sigma}+2 K^{\lambda \nu \mu} \partial_{\nu} \partial^{\sigma} K_{\lambda \mu \sigma}\right] . \tag{B.37}
\end{align*}
$$

## Appendix C

## Functions of the linearised action

In this Appendix one can find the explicit form of the functions that compose the linearised action (4.32).

$$
\begin{align*}
& a(\square)=1-\frac{1}{2} \tilde{F}_{3}(\square) \square-\frac{1}{2} \tilde{F}_{10}(\square) \square^{2}-\frac{1}{2} \tilde{F}_{12}(\square) \square^{2}-2 \tilde{F}_{14}(\square) \square \\
& -\frac{1}{2} \tilde{F}_{16}(\square) \square^{2}-\frac{1}{2} \tilde{F}_{18}(\square) \square^{2}-\frac{1}{2} \tilde{F}_{20}(\square) \square^{3}-\frac{1}{2} \tilde{F}_{22}(\square) \square^{3} \\
& -\tilde{F}_{47}(\square) \square, \tag{C.1}
\end{align*}
$$

$$
\begin{align*}
& b(\square)=-1+\frac{1}{2} \tilde{F}_{3}(\square) \square+\frac{1}{2} \tilde{F}_{10}(\square) \square^{2}+\frac{1}{2} \tilde{F}_{12}(\square) \square^{2}+2 \tilde{F}_{14}(\square) \square \\
& +\frac{1}{2} \tilde{F}_{16}(\square) \square^{2}+\frac{1}{2} \tilde{F}_{18}(\square) \square^{2}+\frac{1}{2} \tilde{F}_{20}(\square) \square^{3}+\frac{1}{2} \tilde{F}_{22}(\square) \square^{3} \\
& +\tilde{F}_{47}(\square) \square, \tag{C.2}
\end{align*}
$$

$$
\begin{aligned}
& c(\square)=1+2 \tilde{F}_{1}(\square) \square+\tilde{F}_{2}(\square) \square^{2}+\frac{1}{2} \tilde{F}_{3}(\square) \square+\frac{1}{2} \tilde{F}_{5}(\square) \square^{2}+\frac{1}{2} \tilde{F}_{7}(\square) \square^{2} \\
& +\frac{1}{2} \tilde{F}_{9}(\square) \square^{3},
\end{aligned}
$$

$$
d(\square)=-1-2 \tilde{F}_{1}(\square) \square-\tilde{F}_{2}(\square) \square^{2}-\frac{1}{2} \tilde{F}_{3}(\square) \square-\frac{1}{2} \tilde{F}_{5}(\square) \square^{2}-\frac{1}{2} \tilde{F}_{7}(\square) \square^{2}
$$

$$
\begin{equation*}
-\frac{1}{2} \tilde{F}_{9}(\square) \square^{3} \tag{C.4}
\end{equation*}
$$

$$
f(\square)=-\tilde{F}_{1}(\square) \square-\frac{1}{2} \tilde{F}_{2}(\square) \square^{2}-\frac{1}{2} \tilde{F}_{3}(\square) \square-\frac{1}{4} \tilde{F}_{5}(\square) \square^{2}-\frac{1}{4} \tilde{F}_{7}(\square) \square^{2}
$$

$$
-\frac{1}{4} \tilde{F}_{9}(\square) \square^{3}-\frac{1}{4} \tilde{F}_{10}(\square) \square^{2}-\frac{1}{4} \tilde{F}_{12}(\square) \square^{2}-\tilde{F}_{14}(\square) \square-\frac{1}{4} \tilde{F}_{16}(\square) \square^{2}
$$

$$
\begin{equation*}
-\frac{1}{4} \tilde{F}_{18}(\square) \square^{2}-\frac{1}{4} \tilde{F}_{20}(\square) \square^{3}-\frac{1}{4} \tilde{F}_{22}(\square) \square^{3}-\frac{1}{2} \tilde{F}_{47}(\square) \square \tag{C.5}
\end{equation*}
$$

$$
\begin{align*}
& u(\square)=-4 \tilde{F}_{1}(\square)-\tilde{F}_{5}(\square) \square-\tilde{F}_{7}(\square) \square-\tilde{F}_{9}(\square) \square^{2}+\frac{1}{2} \tilde{F}_{39}(\square)+\tilde{F}_{41}(\square),  \tag{C.6}\\
& v_{1}(\square)=4 \tilde{F}_{1}(\square)+\tilde{F}_{5}(\square) \square+\tilde{F}_{7}(\square) \square+\tilde{F}_{9}(\square) \square^{2}-\frac{1}{2} \tilde{F}_{39}(\square)-\tilde{F}_{41}(\square), \tag{C.7}
\end{align*}
$$

$$
\begin{align*}
& v_{2}(\square)=-\frac{1}{2} \tilde{F}_{3}(\square)-\tilde{F}_{10}(\square) \square-\tilde{F}_{12}(\square) \square+\tilde{F}_{9}(\square) \square^{2}-4 \tilde{F}_{14}(\square) \\
& -\tilde{F}_{16}(\square) \square-\tilde{F}_{18}(\square) \square-\tilde{F}_{20}(\square) \square^{2}-\tilde{F}_{22}(\square) \square^{2}+\frac{1}{2} \tilde{F}_{34}(\square)+\frac{1}{2} \tilde{F}_{35}(\square) \\
& +\frac{1}{2} \tilde{F}_{36}(\square)+\frac{1}{2} \tilde{F}_{42}(\square)-2 \tilde{F}_{47}(\square), \tag{C.8}
\end{align*}
$$

$$
w(\square)=-\frac{1}{2} \tilde{F}_{3}(\square)-\tilde{F}_{10}(\square) \square-\tilde{F}_{12}(\square) \square+\tilde{F}_{9}(\square) \square^{2}-4 \tilde{F}_{14}(\square)
$$

$$
-\tilde{F}_{16}(\square) \square-\tilde{F}_{18}(\square) \square-\tilde{F}_{20}(\square) \square^{2}-\tilde{F}_{22}(\square) \square^{2}+\frac{1}{2} \tilde{F}_{34}(\square)+\frac{1}{2} \tilde{F}_{35}(\square)
$$

$$
\begin{equation*}
+\frac{1}{2} \tilde{F}_{36}(\square)+\frac{1}{2} \tilde{F}_{42}(\square)-2 \tilde{F}_{47}(\square) \tag{C.9}
\end{equation*}
$$

$$
q_{1}(\square)=\frac{1}{2} \tilde{F}_{3}(\square)+\frac{1}{2} \tilde{F}_{4}(\square)+\frac{1}{2} \tilde{F}_{10}(\square) \square+\frac{1}{2} \tilde{F}_{11}(\square) \square+\frac{1}{2} \tilde{F}_{12}(\square) \square
$$

$$
+\frac{1}{2} \tilde{F}_{13}(\square) \square+\frac{1}{2} \tilde{F}_{16}(\square) \square+\frac{1}{2} \tilde{F}_{18}(\square) \square+\frac{1}{2} \tilde{F}_{19}(\square) \square+\frac{1}{2} \tilde{F}_{20}(\square) \square
$$

$$
+\frac{1}{2} \tilde{F}_{21}(\square) \square+\frac{1}{2} \tilde{F}_{22}(\square) \square+\frac{1}{2} \tilde{F}_{23}(\square) \square+\tilde{F}_{27}(\square)-\frac{1}{2} \tilde{F}_{36}(\square)-\frac{1}{2} \tilde{F}_{37}(\square)
$$

$$
\begin{equation*}
-\frac{1}{2} \tilde{F}_{42}(\square) \square-\frac{1}{2} \tilde{F}_{43}(\square) \square-\tilde{F}_{47}(\square) \tag{C.10}
\end{equation*}
$$

$$
q_{2}(\square)=\frac{1}{2} \tilde{F}_{3}(\square)-\frac{1}{2} \tilde{F}_{4}(\square)+\frac{1}{2} \tilde{F}_{10}(\square) \square-\frac{1}{2} \tilde{F}_{11}(\square) \square+\frac{1}{2} \tilde{F}_{12}(\square) \square
$$

$$
-\frac{1}{2} \tilde{F}_{13}(\square) \square+2 \tilde{F}_{14}(\square)-2 \tilde{F}_{15}(\square)+\frac{1}{2} \tilde{F}_{16}(\square) \square+\frac{1}{2} \tilde{F}_{20}(\square) \square-\frac{1}{2} \tilde{F}_{21}(\square) \square
$$

$$
+\frac{1}{2} \tilde{F}_{22}(\square) \square-\frac{1}{2} \tilde{F}_{23}(\square) \square+\tilde{F}_{28}(\square)-\frac{1}{2} \tilde{F}_{36}(\square)+\frac{1}{2} \tilde{F}_{37}(\square)-\frac{1}{2} \tilde{F}_{42}(\square) \square
$$

$$
\begin{equation*}
+\frac{1}{2} \tilde{F}_{43}(\square) \square \tag{C.11}
\end{equation*}
$$

$$
\begin{gather*}
q_{3}(\square)=-\tilde{F}_{17}(\square) \square-\tilde{F}_{18}(\square) \square+\tilde{F}_{19}(\square) \square+\tilde{F}_{29}(\square)+\tilde{F}_{34}(\square)-\tilde{F}_{35}(\square) \\
-\tilde{F}_{38}(\square)-\tilde{F}_{44}(\square) \square+2 \tilde{F}_{47}(\square), \\
q_{4}(\square)=-\tilde{F}_{14}(\square)-\tilde{F}_{15}(\square)+\tilde{F}_{30}(\square),  \tag{C.13}\\
q_{5}(\square)=4 \tilde{F}_{1}(\square)+2 \tilde{F}_{2}(\square) \square+\frac{1}{2} \tilde{F}_{3}(\square)-\frac{1}{2} \tilde{F}_{4}(\square)+\tilde{F}_{5}(\square) \square+\tilde{F}_{7}(\square) \square \\
+\tilde{F}_{9}(\square) \square \square^{2}+\tilde{F}_{31}(\square)-\frac{1}{2} \tilde{F}_{39}(\square)-\frac{1}{2} \tilde{F}_{40}(\square)-2 \tilde{F}_{41}(\square),  \tag{C.14}\\
q_{6}(\square)=\tilde{F}_{3}(\square)+\tilde{F}_{4}(\square)+\tilde{F}_{32}(\square)+\frac{1}{2} \tilde{F}_{36}(\square)+\frac{1}{2} \tilde{F}_{37}(\square)-\tilde{F}_{38}(\square) \\
-\frac{1}{2} \tilde{F}_{39}(\square)+\frac{1}{2} \tilde{F}_{40}(\square)+\frac{1}{2} \tilde{F}_{45}(\square) \square+\frac{1}{2} \tilde{F}_{46}(\square) \square, \\
p_{1}(\square)=\tilde{F}_{14}(\square) \square+\tilde{F}_{15}(\square) \square+\tilde{F}_{24}(\square), \\
p_{2}(\square)=\frac{1}{2} \tilde{F}_{18}(\square) \square 2-\frac{1}{2} \tilde{F}_{19}(\square) \square 2+\tilde{F}_{25}(\square)+\tilde{F}_{34}(\square)-\tilde{F}_{47}(\square) \square,  \tag{C.17}\\
p_{3}(\square)=\frac{1}{2} \tilde{F}_{3}(\square) \square+\frac{1}{2} \tilde{F}_{4}(\square) \square+\tilde{F}_{26}(\square)-\frac{1}{2} \tilde{F}_{39}(\square) \square+\frac{1}{2} \tilde{F}_{40}(\square) \square,  \tag{C.18}\\
\text { (C.17 } \\
\quad s(\square)=-\frac{1}{2} \tilde{F}_{10}(\square)-\frac{1}{2} \tilde{F}_{11}(\square)-\frac{1}{2} \tilde{F}_{12}(\square)-\frac{1}{2} \tilde{F}_{13}(\square)-\frac{1}{2} \tilde{F}_{16}(\square) \\
\quad+\tilde{F}_{17}(\square)-\frac{1}{2} \tilde{F}_{20}(\square)-\frac{1}{2} \tilde{F}_{21}(\square)-\frac{1}{2} \tilde{F}_{22}(\square)-\frac{1}{2} \tilde{F}_{23}(\square)+\tilde{F}_{33}(\square)  \tag{C.19}\\
\quad+\frac{1}{2} \tilde{F}_{42}(\square)-\frac{1}{2} \tilde{F}_{43}(\square)-\frac{1}{2} \tilde{F}_{44}(\square)-\frac{1}{2} \tilde{F}_{45}(\square)-\frac{1}{2} \tilde{F}_{46}(\square) .
\end{gather*}
$$

## Appendix D

## Poincaré Gauge gravity as the local limit

Here we will give more insight on how Poincaré Gauge Gravity can be recast as the local limit of our theory (4.32).

Poincaré Gauge Gravity is constructed by gauging the Poincaré group, that is formed of the homogeneous Lorentz group $S O(3,1)$ together with the spacetime translations. The field strength of the latter is the torsion field, while the Riemann curvature is associated to the homogeneous part [85]. Inspired by Yang-Mills theories, the usual Lagrangian of this theory is built using quadratic terms in the field strengths, such as ${ }^{1}$

$$
\begin{align*}
& \mathcal{L}_{\mathrm{PG}}=\tilde{R}+b_{1} \tilde{R}^{2}+b_{2} \tilde{R}_{\mu \nu \rho \sigma} \tilde{R}^{\mu \nu \rho \sigma}+b_{3} \tilde{R}_{\mu \nu \rho \sigma} \tilde{R}^{\rho \sigma \mu \nu}+b_{4} \tilde{R}_{\mu \nu \rho \sigma} \tilde{R}^{\mu \rho \nu \sigma} \\
& +b_{5} \tilde{R}_{\mu \nu} \tilde{R}^{\mu \nu}+b_{6} \tilde{R}_{\mu \nu} \tilde{R}^{\nu \mu}+a_{1} K_{\mu \nu \rho} K^{\mu \nu \rho}+a_{2} K_{\mu \nu \rho} K^{\mu \rho \nu} \\
& +a_{3} K_{\nu}{ }^{\mu}{ }_{\mu} K^{\nu \rho}{ }_{\rho}, \tag{D.1}
\end{align*}
$$

which is usually known as the nine-parameter Lagrangian. Since in the torsion-free limit we want to recover the results of usual IDG, the local limit at zero torsion must be GR. This fact imposes the following constraints in the Lagrangian (D.1)

$$
\begin{equation*}
b_{6}=-4 b_{1}-b_{5}, b_{4}=2\left(b_{1}-b_{2}-b_{3}\right), \tag{D.2}
\end{equation*}
$$

where we have used the topological character of the Gauss-Bonnet term.
From (D.1), and taking into account (D.2), one can calculate the linearised Lagrangian just by substituing the expressions of the curvature tensors 4.294.304.31, obtaining

$$
\begin{align*}
& \mathcal{L}_{\mathrm{PG}}^{\text {linear }}=\frac{1}{2} h_{\mu \nu} \square h^{\mu \nu}-h_{\mu}^{\alpha} \partial_{\alpha} \partial_{\sigma} h^{\sigma \mu}+h \partial_{\mu} \partial_{\nu} h^{\mu \nu}-\frac{1}{2} h \square h-4 b_{1} h \square \partial_{\rho} K_{\sigma}^{\rho \sigma} \\
& +4 b_{1} h_{\mu \nu} \partial^{\mu} \partial^{\nu} \partial_{\rho} K_{\sigma}^{\rho \sigma}-\left(6 b_{1}+b_{5}\right) h_{\mu \nu} \partial^{\nu} \partial_{\sigma} \partial_{\rho} K^{\mu \sigma \rho}-\left(6 b_{1}+b_{5}\right) h_{\mu \nu} \square \partial_{\rho} K^{\rho \mu \nu} \\
& +K^{\mu \sigma \lambda}\left(a_{1}+2 b_{2} \square\right) K_{\mu \sigma \lambda}+K^{\mu \sigma \lambda}\left(a_{2}-2\left(b_{1}-b_{2}-b_{3}\right) \square\right) K_{\mu \lambda \sigma} \\
& +K_{\mu \rho}^{\rho}\left(a_{3}+b_{5} \square\right) K_{\sigma}^{\mu \sigma}+\left(b_{5}-2 b_{1}+2 b_{2}+2 b_{3}\right) K_{\nu \rho}^{\mu} \partial_{\mu} \partial_{\sigma} K^{\sigma \nu \rho} \\
& +\left(-4 b_{1}-b_{5}+4 b_{3}\right) K_{\nu \rho}^{\mu} \partial_{\mu} \partial_{\sigma} K^{\sigma \rho \nu}+4\left(b_{1}-b_{2}-b_{3}\right) K_{\mu}^{\rho}{ }_{\nu} \partial_{\rho} \partial_{\sigma} K^{\mu \nu \sigma} \\
& -2 b_{2} K_{\mu}^{\rho}{ }_{\nu} \partial_{\rho} \partial_{\sigma} K^{\mu \sigma \nu}+\left(4 b_{1}+b_{3}\right) K_{\rho}^{\mu \rho} \partial_{\mu} \partial_{\nu} K_{\sigma}^{\nu \sigma}+2 b_{5} K_{\lambda \sigma}^{\lambda} \partial_{\mu} \partial_{\alpha} K^{\sigma \mu \alpha} . \quad \text { (D.' } \tag{D.3}
\end{align*}
$$

[^28]At the same time, the local limit of our theory can be expressed as follows, where the constraints 4.42 have been applied

$$
\begin{aligned}
& \mathcal{L}\left(M_{S} \rightarrow \infty\right)=\frac{1}{2} a(0) h_{\mu \nu} \square h^{\mu \nu}-a(0) h_{\mu}^{\alpha} \partial_{\alpha} \partial_{\sigma} h^{\sigma \mu}+c(0) h \partial_{\mu} \partial_{\nu} h^{\mu \nu} \\
& -\frac{1}{2} c(0) h \square h+\frac{a(0)-c(0)}{\square} h^{\lambda \sigma} \partial_{\sigma} \partial_{\lambda} \partial_{\mu} \partial_{\nu} h^{\mu \nu}+u(0) h \square \partial_{\rho} K_{\sigma}^{\rho \sigma} \\
& -u(0) h_{\mu \nu} \partial^{\mu} \partial^{\nu} \partial_{\rho} K_{\sigma}^{\rho \sigma}+v_{2}(0) h_{\mu \nu} \partial^{\nu} \partial_{\sigma} \partial_{\rho} K^{\mu \sigma \rho}+v_{2}(0) h_{\mu \nu} \square \partial_{\rho} K^{\rho \mu \nu} \\
& +p_{1}(0) K^{\mu \sigma \lambda} K_{\mu \sigma \lambda}+p_{2}(0) K^{\mu \sigma \lambda} K_{\mu \lambda \sigma}+p_{3}(0) K_{\mu}^{\rho}{ }_{\rho}^{\mu \sigma}{ }_{\sigma}+q_{1}(0) K_{\nu \rho}^{\mu} \partial_{\mu} \partial_{\sigma} K^{\sigma \nu \rho} \\
& +q_{2}(0) K_{\nu \rho}^{\mu} \partial_{\mu} \partial_{\sigma} K^{\sigma \rho \nu}+q_{3}(0) K_{\mu}^{\rho}{ }_{\nu} \partial_{\rho} \partial_{\sigma} K^{\mu \nu \sigma}+q_{4}(0) K_{\mu}^{\rho}{ }_{\nu} \partial_{\rho} \partial_{\sigma} K^{\mu \sigma \nu} \\
& +q_{5}(0) K_{\rho}^{\mu \rho} \partial_{\mu} \partial_{\nu} K_{\sigma}^{\nu \sigma}+q_{6}(0) K_{\lambda \sigma}^{\lambda} \partial_{\mu} \partial_{\alpha} K^{\sigma \mu \alpha}+s(0) K_{\mu}^{\nu \rho} \partial_{\nu} \partial_{\rho} \partial_{\alpha} \partial_{\sigma} K^{\mu \alpha \sigma} . \text { (D.4) }
\end{aligned}
$$

It is straightforward to realise that we have more free parameters in (D.4 than in (D.3), which means that if we want (D.3) as the local limit, we will need to impose more constraints in the parameters present in D.4. The question now is if there exists a PG theory that can be recast as the local limit of our theory without compromising the independence of the parameters. The answer is affirmative, as can be seen in the following Lagrangian

$$
\begin{align*}
& \mathcal{L}_{\mathrm{GPG}}=\tilde{R}+b_{1} \tilde{R}^{2}+b_{2} \tilde{R}_{\mu \nu \rho \sigma} \tilde{R}^{\mu \nu \rho \sigma}+b_{3} \tilde{R}_{\mu \nu \rho \sigma} \tilde{R}^{\rho \sigma \mu \nu} \\
& +2\left(b_{1}-b_{2}-b_{3}\right) \tilde{R}_{\mu \nu \rho \sigma} \tilde{R}^{\mu \rho \nu \sigma}+b_{5} \tilde{R}_{\mu \nu} \tilde{R}^{\mu \nu}-\left(4 b_{1}+b_{5}\right) \tilde{R}_{\mu \nu} \tilde{R}^{\nu \mu}+a_{1} K_{\mu \nu \rho} K^{\mu \nu \rho} \\
& +a_{2} K_{\mu \nu \rho} K^{\mu \rho \nu}+a_{3} K_{\nu}{ }^{\mu}{ }_{\mu} K^{\nu \rho}{ }_{\rho}+c_{1} K_{\nu \rho}^{\mu} \nabla_{\mu} \nabla_{\sigma} K^{\sigma \nu \rho}+c_{2} K_{\nu \rho}^{\mu} \nabla_{\mu} \nabla_{\sigma} K^{\sigma \rho \nu} \\
& +c_{3} K_{\mu}{ }_{\mu}{ }_{\nu} \nabla_{\rho} \nabla_{\sigma} K^{\mu \nu \sigma}+c_{4} K_{\mu}{ }^{\rho}{ }_{\nu} \nabla_{\rho} \nabla_{\sigma} K^{\mu \sigma \nu}, \tag{D.5}
\end{align*}
$$

which is Poincaré Gauge invariant and local. Its corresponding linearised expression is

$$
\begin{align*}
& \mathcal{L}_{\mathrm{GPG}}^{\text {linear }}=\frac{1}{2} h_{\mu \nu} \square h^{\mu \nu}-h_{\mu}^{\alpha} \partial_{\alpha} \partial_{\sigma} h^{\sigma \mu}+h \partial_{\mu} \partial_{\nu} h^{\mu \nu}-\frac{1}{2} h \square h-4 b_{1} h \square \partial_{\rho} K_{\sigma}^{\rho \sigma} \\
& +4 b_{1} h_{\mu \nu} \partial^{\mu} \partial^{\nu} \partial_{\rho} K_{\sigma}^{\rho \sigma}-\left(6 b_{1}+b_{5}\right) h_{\mu \nu} \partial^{\nu} \partial_{\sigma} \partial_{\rho} K^{\mu \sigma \rho}-\left(6 b_{1}+b_{5}\right) h_{\mu \nu} \square \partial_{\rho} K^{\rho \mu \nu} \\
& +K^{\mu \sigma \lambda}\left(a_{1}+2 b_{2} \square\right) K_{\mu \sigma \lambda}+K^{\mu \sigma \lambda}\left(a_{2}-2\left(b_{1}-b_{2}-b_{3}\right) \square\right) K_{\mu \lambda \sigma} \\
& +K_{\mu \rho}^{\rho}\left(a_{3}+b_{5} \square\right) K_{\sigma}^{\mu \sigma}+\left(b_{5}-2 b_{1}+2 b_{2}+2 b_{3}+c_{1}\right) K_{\nu \rho}^{\mu} \partial_{\mu} \partial_{\sigma} K^{\sigma \nu \rho} \\
& +\left(-4 b_{1}-b_{5}+4 b_{3}+c_{2}\right) K_{\nu \rho}^{\mu} \partial_{\mu} \partial_{\sigma} K^{\sigma \rho \nu}+\left(4 b_{1}-4 b_{2}-4 b_{3}+c_{3}\right) K_{\mu}^{\rho}{ }_{\nu} \partial_{\rho} \partial_{\sigma} K^{\mu \nu \sigma} \\
& -\left(2 b_{2}-c_{4}\right) K_{\mu}^{\rho}{ }_{\nu} \partial_{\rho} \partial_{\sigma} K^{\mu \sigma \nu}+\left(4 b_{1}+b_{3}\right) K_{\rho}^{\mu \rho} \partial_{\mu} \partial_{\nu} K_{\sigma}^{\nu \sigma} \\
& +2 b_{5} K_{\lambda \sigma}^{\lambda} \partial_{\mu} \partial_{\alpha} K^{\sigma \mu \alpha} . \tag{D.6}
\end{align*}
$$

Therefore, one finds the following relations for the local limit of the functions in-
volved in the linearised action (D.4) and the parameters in (D.6)

$$
\begin{align*}
& a(0)=1, c(0)=1, u(0)=-4 b_{1}, v_{2}(0)=-4\left(6 b_{1}+b_{5}\right), p_{1}(0)=a_{1}+2 b_{2} \square, \\
& p_{2}(0)=a_{2}-2\left(b_{1}-b_{2}-b_{3}\right) \square, p_{3}(0)=a_{3}+b_{5} \square, \\
& q_{1}(0)=b_{5}-2 b_{1}+2 b_{2}+2 b_{3}+c_{1}, q_{2}(0)=-4 b_{1}-b_{5}+4 b_{3}+c_{2}, \\
& q_{3}(0)=4 b_{1}-4 b_{2}-4 b_{3}+c_{3}, q_{4}(0)=-2 b_{2}+c_{4}, q_{5}(0)=4 b_{1}+b_{3}, \\
& q_{6}(0)=2 b_{5}, s(0)=0 . \tag{D.7}
\end{align*}
$$

It can be observed that these limits do not impose new relations between the functions.
Hence, we have proved that if the previous limits (D.7) apply, the local limit of our theory is a local PG theory, specifically the one described by the Lagrangian (D.5).
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[^0]:    ${ }^{1}$ From now on we will refer to these theories as $f(R)$ theories, in order to follow the usual convention in the literature.

[^1]:    ${ }^{1}$ It is important to stress that this definition is completely independent of the coordinate neighbourhood that is chosen.

[^2]:    ${ }^{2}$ The latter appearing due to the dynamical character of the field equations.

[^3]:    ${ }^{3}$ Throughout the thesis we shall use Wald's convention 79.
    ${ }^{4}$ See Chapter 7 of [79] for details.

[^4]:    ${ }^{5}$ Its original form is more technical and complicated, therefore we have simplified here its formulation while preserving enough generality for our purposes.
    ${ }^{6}$ Although this expression was initially referred to a scale invariance, now it is used for any requirement of a local symmetry.

[^5]:    ${ }^{7}$ See Acronyms and Conventions Section at the beginning of the manuscript for details.

[^6]:    ${ }^{8}$ One can easily check that expression (2.60) is compatible with the definition 2.45 for one gauge field.

[^7]:    ${ }^{9}$ We have chosen scalar fields for simplicity, but the results are generalisable to vector and tensor fields.

[^8]:    ${ }^{10}$ Again for simplicity we have considered the scalar case, but these results are easily generalisable to vector and tensor perturbations.

[^9]:    ${ }^{11}$ Notice that $b_{1}$ is the coupling constant of the Gauss-Bonnet term also for arbitrary dimension $d$, so the trace interactions only contribute if the Gauss-Bonnet is also present, which is dynamical for $d>4$.

[^10]:    ${ }^{12}$ In fact, we could have sticked to a Minkowski background. We have prefered however to use a general cosmological background to not trivialise any interaction in 2.77 and to explicitly show the irrelevant role of the curvature for our analysis.

[^11]:    ${ }^{13}$ An analogous result was obtained in 158 by considering $f(R)$ theories where the Ricci scalar is replaced by $R \rightarrow R+A^{2}+\beta{ }_{\circ}^{\circ}{ }_{\mu} A^{\mu}$ with $A_{\mu}$ a vector field and in [147] within the context of geometries with vector distortion.

[^12]:    ${ }^{14}$ The torsion transformation is $T^{\alpha}{ }_{\mu \nu} \rightarrow T^{\alpha}{ }_{\mu \nu}-2 \delta_{[\mu}^{\alpha} \partial_{\nu]} \Omega$ that gives the transformation for the vector trace quoted in the main text, while the axial and pure tensor pieces remain invariant. See e.g. 121160 161] for interesting discussions on conformal transformations involving torsion.
    ${ }^{15}$ Actually, the potential for $\chi$ also breaks the conformal invariance, but since it does not affect the dynamical nature of $\chi$ we can neglect it for this discussion.

[^13]:    ${ }^{16}$ See e.g. 162 -164 for some cosmological applications of 3-forms.

[^14]:    ${ }^{17}$ Although this term is commonly known as the Holst term, due to the research article of Soren Holst in 1995 [165], in the context of torsion gravity it was first introduced by R. Hojman et. al. in 1980 [166].

[^15]:    ${ }^{18}$ The singular value $m_{T}^{2}=0$ leads to uninteresting theories where all the dynamics is lost so we will not consider it any further here. The same conclusion was reached in 157.

[^16]:    ${ }^{19}$ By large we of course mean relative to the Hubble parameter in the late time universe so that the field can undergo multiple oscillations around the minimum in a Hubble time. This typically requires masses around $m \sim 10^{-22} \mathrm{eV}$ so they actually represent ultra-light particles from a particle physics perspective.

[^17]:    ${ }^{20}$ Let us recall that the axial current for a fermion $\psi$ has the form $\Delta_{\mu} \propto \bar{\psi} \gamma_{5} \gamma_{\mu} \psi$ so the derivative coupling indeed generates an effective mass.

[^18]:    ${ }^{1}$ See [216] or P1 for the definition of a closed trapped surface of arbitrary co-dimension. We have not included it in this thesis because it does not contribute to the main results and its introduction may be cumbersome.
    ${ }^{2}$ Ídem.
    ${ }^{3}$ Analogously, it can be defined a past strongly asymptotically predictable spacetime, and then the proposition would predict the existence of white hole (WH) regions, $B=M-J^{+}\left(\mathcal{J}^{-}\right)$, which are regions where particles cannot enter, only exit.

[^19]:    ${ }^{4}$ In fact, there is not a general rigorous proof of this theorem, so strictly speaking it should be denoted as a conjecture, as it is usual in the mathematical literature.
    ${ }^{5}$ Given that the solutions are asymptotically flat.

[^20]:    ${ }^{6}$ We have chosen the components of the metric such that $g_{r r}=-\frac{1}{g_{t t}}$, which implies that the angular part shall remain generic.

[^21]:    ${ }^{7}$ If the reader wants to explore the source of these subsections calculations, as presented in $\mathbf{P 2}$ it would be noticed that in that work we regard the theory 3.61 as stable. Later on, we proved that this is not true, as one can corroborate in Section 2.3 of this Thesis. Of course, given this result, we could not include the results of P2 as a study of "stable torsion theories". Still, we strongly believe that it is a relevant study, since it can be used to illustrate how imposing a high symmetry of the solutions, e.g. spherical symmetry or maximal symmetry (like in cosmological models), makes us blind to the ghosts, as long as we do not consider perturbation theory in those solutions. Moreover, it is a great example of the expertise acquired

[^22]:    ${ }^{1}$ If this were not the case, we would have two options: either the contribution of the metric is of higher order than the torsion, hence recovering the usual IDG theory [67], or the torsion is of higher order than the metric. In the latter case we would have a somewhat similar action of the UV extension of teleparallel gravity [263].
    ${ }^{2}$ Let us note that to the remaining sections we shall be using the tilde ${ }^{\sim}$ to refer to the total connection, instead of just the plain $\Gamma$.

[^23]:    ${ }^{3}$ Note that many terms in 4.24 are completely redundant in the linear regime, as we shall prove in the following. As a matter of fact one can see in 4.33, 4.34, and 4.35, that the number of functions to describe the linear regime are significantly less.

[^24]:    ${ }^{4}$ Note that varying with respect to the contortion is equivalent to varying with respect to the torsion, since they are related by a linear expression.

[^25]:    ${ }^{5}$ Note that the axial part of the torsion and the contortion are the same.

[^26]:    ${ }^{6}$ The fact that the traceless tensor part of the torsion $q^{\mu}{ }_{\nu \rho}$ is considered to be negligible is motivated by the fact that in a completely symmetric spacetime this component is identically zero [236].

[^27]:    ${ }^{7}$ The effect of the exponential term in Eq. 4.63 shall be a problem, and would be advisable to avoid, if one wants to use this theory to resolve the singularity, and at the same time wants to obtain the same values as in the local theory when being away from the source.

[^28]:    ${ }^{1}$ Please note that we have used the contorsion tensor instead of the torsion one without losing any generality, since they are related by a linear expression.

